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Abstract. We consider the extension of FO? with quantifiers that state that the number of
elements where a formula holds should belong to a given ultimately periodic set. We show that both
satisfiability and finite satisfiability of the logic are decidable. We also show that the spectrum of
any sentence, i.e., the set of the sizes of its finite models, is definable in Presburger arithmetic. In the
process we present several refinements to the “biregular graph method.” In this method, decidability
issues concerning two-variable logics are reduced to questions about Presburger definability of integer
vectors associated with partitioned graphs, where nodes in a partition satisfy certain constraints on
their in- and out-degrees.
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1. Introduction. In the search for expressive logics with decidable satisfiability
problem, two-variable logic, denoted here as FOQ, is one yardstick. This logic is
expressive enough to subsume basic modal logic and many description logics, while
satisfiability and finite satisfiability for this logic coincide, and both are decidable
[31, 22, 14]. However, FO? lacks the ability to count. Two-variable logic with counting,
C2, is a decidable extension of FO? that adds counting quantifiers. In C? one can
write, for example, formulas 3°z P(x) and Vo32%y E(x,y) which, respectively, express
that there are exactly 5 elements in unary relation P, and that every element in a
graph has at least 5 adjacent edges. Satisfiability and finite satisfiability do not
coincide for C2, but both are decidable [15, 23]. In [23] the problems were shown to
be NEXPTIME-complete under a unary encoding of numbers, and this was extended
to binary encoding in [25]. However, the numerical capabilities of C? are quite limited.
For example, one cannot express that the number of outgoing edges of each element
in the graph is even.

A natural extension is to combine FO? with Presburger arithmetic where one is
allowed to define collections of tuples of integers from addition and equality using
Boolean operators and quantifiers. The collections of k-tuples that one can define in
this way are the semilinear sets, and the collections of integers (when k = 1) definable
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are the ultimately periodic sets. It is natural to consider the addition of Presburger
quantification to fragments of two-variable logic; this is in the spirit of works such as
[4, 2]. For every definable set ¢(x,y) and every ultimately periodic set S, one has a
formula 3%y ¢(x,y) that holds at 2 when the number of y such that ¢(x,y) is in S.
We let FO3,.. denote the logic that adds this construct to FO?.

On the one hand, the corresponding quantification over general k-tuples (allowing
semilinear rather than only ultimately periodic sets) easily leads to undecidability
[16, 3]. On the other hand, adding this quantification to modal logic has been shown
to preserve decidability [1, 10]. Related one-variable fragments in which we have only
a unary relational vocabulary and the main quantification is 3%z ¢(x) are known to
be decidable (see, e.g., [2]), and their decidability is the basis for a number of software
tools focusing on integration of relational languages with Presburger arithmetic [21].
The decidability of full FO%Ires is, to the best of our knowledge, open. There are
a number of other extensions of C? that have been shown decidable; for example,
it has been shown that one can allow a distinguished equivalence relation [29] or a
forest-structured relation [9, 7]. FO3,.. is easily seen to be orthogonal to these other
extensions. For example, equivalence relations and forest-structure are not expressible
in FO},., whereas modulo counting is not expressible in the logics of [29, 9, 7].

In this paper we show that both satisfiability and finite satisfiability of FO%res are
decidable. Our result uses a method based on analyzing bireqular graph constraints,
introduced for analyzing C? in [19]. In this analysis we search for the existence of
graphs equipped with a partition of vertices based on constraints on the out- and
in-degree. Such a partitioned graph can be characterized by the cardinalities of each
partition component, and the key step in showing these decidability results is to prove
that the set of tuples of integers representing valid sizes of partition components is de-
finable by a formula in Presburger arithmetic. From this “biregular graph constraint
Presburger definability” result, one can reduce satisfiability in the logic to satisfia-
bility of a Presburger formula, and from there infer decidability using known results
on Presburger arithmetic. We will also use this method to get information on the
spectrum of a FOp, . sentence: the set of sizes of models of the sentence. We use the
method to conclude that this set is definable in Presburger arithmetic, a result that
had been demonstrated for C? in [19)].

Organization. Section 2 provides background on two-variable logic and Pres-
burger arithmetic. Section 3 introduces our major results on the logic, and gives
a reduction of these logic-based problems to results concerning the analysis of con-
strained biregular graphs. Section 4 gives some of the details behind the core lemmas
concerning Presburger definability of solutions to biregular graph problems that un-
derlie the proof, and provides a full proof in the case where there is only a single kind
of edge in the graph. We refer to this as the “l-color case.” Section 5 generalizes to
give a proof in the case of an unbounded number of edge colors, but with an extra
restriction on the matrices that specify the graph constraints. The restriction is that
they are “simple matrices.” Section 6 extends the analysis in section 5 to the complete
graph cases—but still with the restriction on simple matrices. Section 7 shows how
to reduce the general case to the simple case. Section 8 provides complexity upper
bounds for all problems considered in this paper. Section 9 gives an application of
the graph analysis result to the spectrum problem. After a discussion of related work
in section 10, the paper closes with conclusions and future directions in section 11.
Some proofs that are not required in order to follow the main line of argument in the
paper are deferred to the appendix. In addition, to make the main line of argument
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clearer, we consider only the finite graph case in the body of the paper, which already
implies decidability of the finite satisfiability of FO%TGS. The general case is deferred

to the appendix.
2. Preliminaries. Let N={0,1,2,...} and let Noo =N U {c0}.

Linear and ultimately periodic sets. A set of the form {a +ip | i € N},
for some a,p € N, is a linear set. We will denote such a set by a™, where a and
p are called the offset and period of the set, respectively. Note that, by definition,
at? = {a}, which is a linear set. For convenience, we define () and {00} (which may
be written as co™) to also be linear sets. An ultimately periodic set (u.p.s.) S is a
finite union of linear sets.

In this paper we represent a w.p.s. S={c;}U---U{c,}UaP' U---UaPr, where

Dls-.-,Pn # 0, as a “finite set” {cy,.. .,cm,alﬂn, ...,arPn}. In such a representation
the offsets in S are ¢1,...,¢m,a1,...,a, and the (nonzero) periods are py,...,p,. For

an integer a, we write a € S, if a is in S in the standard sense. Abusing notation, we
write at? € S, if a +ip € S for every i € N. We also note that the set of u.p.s.’s is
closed under complement, union, and intersection [13].

Two-variable logic with ultimately periodic counting quantifiers. An
atomic formula is one of the following;:

e an atom R(%), where R is a predicate, and @ is a tuple of variables/constants
of appropriate size;

e an equality u =’ with v and u’ variables/constants;

e one of the formulas T and | denoting the True and False values.

The logic FO%,reS is the class of formulas using only variables x and y, built up
from atomic formulas and equalities using the usual Boolean connectives and also
ultimately periodic counting quantification, which is of the form 3%z ¢, where S is a
w.p.s. and ¢ is an FOp,, formula. One special case is where S is a singleton {a} with
a € Ny, which we write 3%z ¢; in the case of a € N, these are counting quantifiers.
The semantics of FO3 .. is defined as usual except that, for every a € N, 3%z ¢ holds
when there are exactly a number of z’s such that ¢ holds, 3*°x ¢ holds when there
are infinitely many z’s such that ¢ holds, and 3z ¢ holds when there is some a € S
such that 3%z ¢ holds.

Formulas in FOp . still use only two variables. So just as in FO® they can be
normalized. If they use atomic predicates with arity 3 or above, they can be rewritten
into an equisatisfiable formula that uses only unary and binary predicates. See [14,
sect. 3] or [30] for the details of such a rewriting. In addition, each constant ¢ can
be represented with a fresh unary predicate U, that contains exactly one element.
For constants ¢y, ¢o, an atomic predicate = ¢; can then be rewritten as U, (z), and
predicate ¢; = ¢z can be rewritten as Vx Ug, (x) <> U, (z). Thus, in this paper we
may assume that FO%res formulas use only unary and binary predicates, and do not
use constants.

Note that when S is 07! U {00} = N, 3%z ¢ is equivalent to T. When S is
0t! =N, 3%z ¢ semantically means that there are finitely many 2 such that ¢ holds.
We also observe that, for every formula ¢, 3%z ¢ is equivalent to L, 3% ¢ is equivalent
to Vo =¢, and =3%z ¢ is equivalent to IN>"5z ¢. We remark that N, — S is a u.p.s.,
whenever S is a u.p.s.

For example, we can state in F012;]res that a graph is undirected and every node in
a graph has even degree (i.e., the graph is Eulerian in the sense that every connected
component has Eulerian cycle):
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VaVy E(z,y) < E(y,2) A Va3 B(z,y) Az #y, where S =272,

Clearly FO%res extends C?, the fragment of the logic where only counting quantifiers
are used, and FO?, the fragment where only the classical quantifier 3z is allowed
(which is equivalent to 39z for S = {17! 00}).

Presburger arithmetic. An existential Presburger formula is a first-order logic
formula of the form Jz; ---Jzy @, where ¢ is a quantifier-free formula over the sig-
nature including constants 0,1, a binary function symbol +, and a binary relation
<. Such a formula is a sentence if it has no free variables. The notion of a sentence
holding in a structure interpreting the function, relation, and constants is defined in
the usual way. The structure N'= (N, +,<,0,1), is defined by interpreting +,<,0,1
in the standard way. We will focus not on this structure, but on Ny, = (Nuo, +, <,0,1)
which is the same as N, except that there is an element co, with a + oo = co and
a < oo for each a € No,. Note that in N, there is a unique element n such that
n + 1 =n, namely, co. We will thus abuse notation in the followingby writing ¢t = oo,
where t is a term, as syntactic sugar for t =t + 1. Since N is quantifier-free definable
in N, satisfaction of a formula in finite integers can still be expressed when working
over Na.

It is known that the problem of checking whether an existential Presburger sen-
tence holds in AV is decidable and is NP-complete [24]. Further, the analogous problem
for N, can easily be reduced to that for . Indeed, we can first guess which variables
are mapped to oo and then which atoms should be true. Then we can check whether
each guessed atomic truth value is consistent with other guesses, in the sense that no
two contradicting atoms are guessed to be both true or false at the same time. We can
determine additional variables which must be infinite based on this choice. Finally we
can restrict ourselves to atoms that do not involve variables guessed to be infinite, and
check that the conjunction is satisfiable for . This gives us the following theorem.

THEOREM 2.1. The problems of checking whether an existential Presburger sen-
tence holds in Ny, in NP.

3. From Analysis of Constrained Regular Graph Problems to Decid-
ability of FO%,... In this section we prove decidability of FOp,. satisfiability, with
the decidability following from a result on Presburger definability of collection of inte-
gers that characterizes graphs satisfying a set of degree constraints. These definability
results will be proven later in the paper. Our decision procedure is based on the key
notion of biregular graphs. Note that whenever we talk about graphs or digraphs
(i.e., directed graphs), by default we allow both finite and infinite sets of vertices and

edges.

3.1. Biregular graphs and constrained biregular graph problems. We
fix an integer p > 0. Let Ny 4, denote the set Noo U {a™ | a € Noo}. For integers
t,m>=1, let fox)fzp denote the set of matrices with ¢ rows and m columns where each
entry is an element of Ny, 4,. For an integer k > 1, let [k] denote the set {1,2,...,k}.

A t-color bipartite (undirected) graph is G = (U,V, FEy,...,E;), where U and V
are sets of vertices, and F1,..., E; are pairwise disjoint sets of edges between U and
V—that is, pairs (u,v) € U x V. Edges in E; are called F;-edges, and we often refer
to an index from 1 to t—the type of an edge—as a color. For a vertex u € UUV, the
E;-degree of u is the number of F;-edges adjacent to u. The degree of u is the sum
of the F;-degrees for ¢ =1,...,t: we use this primarily for brevity when the there is
only a single edge relation. In the context of multiple relations, we sometimes refer
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to this as the total degree to emphasize that all relations are considered. We say that
G is complete if U x V = U::l E;.

For two matrices A € Ngf]_’p and B € Ngﬁ_p, graph G is an A|B-biregular graph,
if there exist a partition! U = Uy W --- W U,, and a partition V =V, W --- WV, such
that for every i € [t], for every k € [m], and for every ¢ € [n], the E;-degree of every
vertex in Uy is A, i, (i.e., the element of A in the ith row and kth column) and the
E;-degree of every vertex in V; is B;¢; note here that, by abuse of notation, when
we say that a nonnegative integer z is a linear set a™, we mean that z € a*?. For
each such partition, we say that G has size M|N, where M = (|Uy],...,|Un|) and
N =(|Vil,...,|Va]). The partitions U=U1&--- WU, and V=V, &--- WV, are called
a witness partition for A|B-biregularity. We should remark that some U; and V; are
allowed to be empty. The matrices A and B are called (t-color) degree matrices and
the vectors M and N are called size vectors. For convenience, we treat the empty
graph (i.e., the graph with no vertex) as a complete A|B-biregular graph for any
degree matrices A and B.

The above definitions can be easily adapted for the case of directed graphs that
are not necessarily bipartite. A t-color directed graph (or digraph) is a tuple G =
(V,E1,...,E), where Ey,..., E; are pairwise disjoint sets of directed edges on a set
V of vertices such that (i) there are no self-loops—that is, (v,v) ¢ E; for every v eV
and every E;, and (ii) if (u,v) € E;, then (v,u) ¢ E; for every E;. As before, edges
in E; are called F;-edges. The F;-indegree and -outdegree of a vertex u is defined
as the number of incoming and outgoing F;-edges incident to u. We say that G is
complete,if, for every u,v € V and u # v, either (u,v) or (v,u) is an E;-edge, for some
FE;. We consider the empty digraph and the digraph with only one vertex without
any edge as complete digraphs.

We say that G is an A|B-regular digraph, for A, B € Ng:fp, if there exists a
partition V = V3 W --- WV, such that, for every i € [t] and for every k € [m], the
E;-outdegree and -indegree of every vertex in Vj, is A; ; and B; i, respectively. We
say that G has size (|Vi],...,|Vin|), and call V=V, W --- WV, a witness partition for
A|B-regularity of G. When the entries in A and B are all 0 or 07", we regard the
graph with only one vertex to be a complete A|B-regular digraph.

In this work we will be interested in computational problems concerning the pos-
sible sizes of an A|B-biregular graph or -regular digraph, and the possible sizes of
a complete A|B-biregular graph or -regular digraph. Biregular one-color graphs are
arguably quite natural, independently of any connection with satisfiability of a logic.
Completeness, as well as disjointness of edges for different colors, is more motivated
specifically by our application to logic. Intuitively, the different edge colors in a bireg-
ular graph represent the possible relationships between two elements in a structure.
One color might represent a binary relationship, and another might represent its nega-
tion. Since every two elements have some relationship, we want all pairs to be colored
by exactly one edge color. This will be formalized in subsection 3.2 below.

We briefly consider the (finite) membership problem: given size vectors M, N
along with matrices A and B, all without oo, decide if there is an A|B-biregular
graph G with size M|N. The problem is clearly in NP if the entries in M and N are
in unary, since we can guess G and check that it is A|B-biregular with size M|N.

The degree sequence for a (1-color) bipartite graph (U, V, E) with k vertices in U
and k" vertices in V, is the pair of sequences dy,...,d; and di,...,d}, where dy,...,d;

1 As usual, we write U =Uy W - - - W U,, to denote the partition of U into the sets Uy, ..., Un, i.e.,
when U =U; U---UU,y, for pairwise disjoint sets Uy,...,Un,.
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enumerates the degrees of elements in U in nondecreasing order and df,...,d}, enu-
merates the degrees of elements of V' in nondecreasing order.

It follows from the Gale-Reyser theorem (the main theorem in [20]) that one can
determine in polynomial time whether a pair of sequences is the degree sequence of a
bipartite graph. From this we derive the following.

PROPOSITION 3.1. In the case of 1-color degree matrices with only entries from
N, coded in unary, the membership problem is in PTIME.

Proof. The algorithm will first generate a pair of sequences that will be a degree
sequence of any A|B-biregular graph with sizes M|N. We can do this in linear time:
if an entry with fixed degree d is to have size m, the degree sequences will contain
a contiguous subsequence consisting of m d’s. We then apply Gale-Reyser to this
sequence. 0

While we will not provide a detailed analysis of the complexity of the membership
problem, we will show that, when fixing A and B, we can succinctly describe—and
hence efficiently compute—the size vectors of partitioned graphs for which member-
ship holds. This will be a consequence of the following theorem.

THEOREM 3.2. For all degree matrices A € N.X™ ) and B € NJX" . there is an
(effectively computable) existential Presburger formula c-bireg 4 5(,y) such that, for
every pair of size vectors M € NI and N € Ni, the formula c-bireg 4 5(M, N) holds

in Noo if and only if there is a complete A|B-biregular graph with size M|N.
We have an analogous theorem for digraphs.

THEOREM 3.3. For every pair of degree matrices A € Ng)ﬂjp and B € N’;:,"ﬁp,
there is an (effectively computable) existential Presburger formula c-reg, (%) such
that for every size vector M € N2, the formula c—reg4|B(M) holds in N if and only

if there is a complete A|B-regular digraph with size M.

The proofs of these two theorems are given later in sections 4-7, beginning with an
overview of the ideas via an extremely special case (the 1-color case) in section 4. An
immediate consequence of these results is the decidability of graph analysis problems.

COROLLARY 3.4. We can decide, given matrices A € Ngfﬁp and B € Ntof,ﬁ_p,
whether there exists a complete A|B-biregular graph. The analogous result holds for
digraphs. Moreover, the decision procedure runs in nondeterministic exponential time
in the size of A and B where the coefficients are written in binary.

Proof. By Theorems 3.2 and 3.3, we can reduce the graph existence problems to
checking whether the existential closures of c-bireg 4 5(Z,y) and c-reg 4 5(Z) hold in
N.. In turn, these problems are decidable by Theorem 2.1. Moreover, the upper
bound for both cases holds by Lemma 8.1, which we prove in section 8. ]

Remark 3.5. Theorems 3.2 and 3.3, as well as Corollary 3.4, can be easily adjusted
in the case where we are interested only in finite sizes, i.e., when M € N™ and N € N”,
by replacing every atom x = oo in the formulas with the False value L and requiring
them to hold in AV, instead of V. Alternatively, we can also state inside the formulas
that none of the variables in  and § are equal to co.

The rest of this section will be devoted to proving the decidability result concern-
ing our logic, making use of these theorems.
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3.2. Reducing satisfiability in the logic to biregular graph problems.
We are now ready to present the decidability result for two-variable logic with ulti-
mately periodic quantifiers.

THEOREM 3.6. For every FOp. . sentence ¢, (i) there is an (effectively comput-
able) existential Presburger sentence PRESS such that ¢ has a model if and only if
PRES] holds in N and (ii) there is an (effectively computable) existential Presburger
sentence PRESy such that ¢ has a finite model if and only if PRESy4 holds in N.

From the decision procedure for existential Presburger formulas (Theorem 2.1)
mentioned in section 2, we will immediately obtain the following corollary.

COROLLARY 3.7. Both satisfiability and finite satisfiability for FOI%reS are
decidable.

We prove Theorem 3.6 using Theorems 3.2 and 3.3. We start by observing that
satisfiability for an FOI%res sentence—as well as spectrum analysis, to be defined for-
mally in section 9—can be converted effectively into the same question for a sentence
in a variant of Scott normal form:

k
(3.1) ¢ = VaVy a(z,y) A /\Vxﬂsiy Bi(x,y) Nx#y,
i=1

where a(z,y) is a quantifier-free formula, each f3;(z,y) is an atomic formula, and each
S; is a w.p.s. More precisely, every FO3__ sentence can be converted effectively into
a sentence in the form (3.1) such that they are equisatisfiable and have the same
spectrum. The proof, which is fairly standard, can be found in the appendix. By
taking the least common multiple, we may assume that all the nonzero periods in all
S; are the same. For example, if S; = {012} and S, = {073}, they can be rewritten as
Sy = {076,276 4+6} and S, = {076,376}, Here it is worth mentioning that when we
write a(z,y) and B(x,y), we implicitly assume that both x and y occur. For the rest
of this section, we fix an FO} ., sentence ¢ in the form (3.1), with all S; as described
above. The signature of structures we consider will be the signature of ¢.

We recall some standard terminology. A 1-type is a maximally consistent set of
atomic and negated atomic formulas using only variable z, including atomic formulas
such as r(z,z) or —r(z,z). Each l-type can be identified with the quantifier-free
formula formed as the conjunction of its constituent formulas. Thus, we say that an
element u in a structure 4 has 1-type m, if 7 holds on the element u. For a structure
A with domain A, we let A, denote the set of elements in A with 1-type 7. Clearly
A is partitioned into the sets A, with 7 ranging over 1-types. Similarly, a 2-type is
a maximally consistent set of binary atoms and negations of atoms containing x # y,
where each atom or its negation uses two variables x and y.2 The notion of a pair
of elements (u,v) in a structure A having 2-type p is defined as for 1-types. We let
I ={m,ma,...,mn} and & = {p1,...,ut} denote the sets of all 1-types and 2-types
(over the same signature as ¢), respectively.

We can now explain the connection between satisfiability in the logic and graph
analysis. This will involve associating with a model A for a formula ¢ a collection of
graphs and digraphs, along with partitions that witnesses biregularity of the graphs
and digraphs. The following crucial definition explains the first aspect, how to go
from a structure A to a collection of graphs and digraphs.

2Under standard definitions, such as the ones in [14, 25], a 2-type may contain unary atoms or
negations of unary atoms involving variable x or y. In this paper we use a different definition and
require that each atom and the negation of an atom in a 2-type explicitly mentions both z and y.
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DEFINITION 3.8. Let A be a structure. A graph representation of A is a complete
t-color digraph G4 = (V, E1,...,Ey), where the vertices in G4 are the elements in the
domain of A and for each pair of elements (u,v), where uw # v, we put an arbitrary
orientation between them: either from u to v or from v to u. For each i € [t], the set
of edges E; is the set of pairs (u,v) where the orientation is from u to v and the 2-type
of (u,v) is p;. We often denote the graph representation G4 as Ga= (V,p1,..., 1),
and we call a pair (u,v) a p;-edge, if its 2-type is fi;.

For a graph representation G 4o of a structure A, we will consider two kinds of
subgraphs of G 4. The first is the subgraph of G 4 induced by the set A, for a 1-type
m, denoted by G4 . The second is the bipartite restriction of G4 on the vertices in
Ar and Anr, for different 1-types m, 7', denoted by G ax . That is, G r is the
complete (directed) bipartite graph, where A, is the set of vertices on the left-hand
side, Ay is the set of vertices on the right-hand side and the edges are between the
vertices in Ay and the vertices in Ay. Note that in G4 the edges are oriented.
Some edges are oriented from the vertices in Ay to the vertices in Ay, and some
from the wvertices in Ay to the vertices in A,. It is complete since for every pair
(u,v) € Ap X Ay, either (u,v) or (v,u) is a p;-edge, for some p;.

See Figure 1 for an illustration of a graph representation of a structure 4 with
domain {u1,us,us,v1,vs, w}. The 1-types are 71, ma, w3, and 2-types are 1, o, (3, (4.
In the graph representation the edge between u; and vy is oriented from u; to v; and
the 2-type of (u1,v1) is 1.

K2 H3

T2

A,,l

Fic. 1. Illustration of a graph representation of a structure with 1-types 71,72, m3. The 2-types
are |11, 42, 43, pa represented by edges with color black, red, blue, and green, respectively. The vertices
ul,u2,us3 are in Ar,, v1,v2 are in Ar,, and w is in Ar,. Note: color appears only in the online
article.
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Remark 3.9. As we will see later, Theorem 3.3 can be used to characterize the
size of the subgraph G 4 .. However, to use Theorem 3.2 to characterize the size of the
subgraph G 4 »/, we need to view G 4, » as a 2t-color complete undirected bipartite
graph where the first ¢ colors are used to represent the edges that are oriented from
left to right. and the next ¢ colors are used to represent the edges that are oriented
from right to left.

Remark 3.10. It is worth noting that for a structure A, the graph representation
of A is not unique since it depends on the orientation put between the vertices. On the
other hand, a graph representation uniquely defines a structure since the information
about the vertices and the edges in a graph representation, i.e., the 1- and 2-types,
uniquely determines the relations in the structure.

The biregular graph problem which our reduction produces will involve counting
the possible sizes of certain partitions in the vector of graphs G4, and G4 r,
for every graph representation G4 of every structure A = ¢. We now explain the
partitions we are looking for.

Let g : {out,in} x & x Il - Nu, 4, be a function. We will use g to describe the
“behavior” of elements in a graph representation G 4 in the following sense. We say
that an element uw € A behaves according to g in a graph representation G4 if, for
every 7w € IT and for every u €&,

e the number of outgoing p-edges in the graph G 4 from u to vertices in A, is
g(out, p1,7);
e the number of incoming p-edges in the graph G 4 to u from vertices in A, is
g(innu’ﬂ—)'
For example, in the graph representation in Figure 1 the element w behaves according
to the following function g;:
e gi(out,ps,m) =2, g1(out, uz,m) =1, g1(in, uo, ) =1, g1 (in, g, m ) = 1;
e g; maps all the other tuples in {out,in} x & x II to 0.
As another example, the element u; behaves according to the following function gs:
e go(out,p1,me) =1, ga(out, po, m3) =1, ga(out, usg,m) =2. And ga(out, g, ms)
=1;.
e the rest are mapped to 0.

We will call a function g : {out,in} x & x II = N 4, a behavior. The restriction
of g on 1-type 7 is the function g, : {out,in} x & = N 4, where g-(k, 1) = g(x, i, m)
for every x € {out,in} and p € £&. We call the function g, the behavior (function)
towards 1-type .

We are, of course, only interested in 1-types and behaviors that are “allowed”
by the sentence ¢ we are considering. To formalize this, we will use the following
terminology, where a(z,y), B;(x,y), and S; are from the fixed ¢.

e A l-type m €1l is compatible (with ¢) if* m(z) | «a(z,z). Otherwise, we say
that 7 is incompatible. Intuitively, 7 is incompatible means that whenever
A [E ¢, there is no element with 1-type 7.

e For a 1-type m € II, for a behavior function g: {out,in} x & x II = N 4, we
say that (,g) is compatible (with ¢) if, for every p € € and for every ' €11,
If g(out, p, ') #0, then

m(@) A p(zy) Ar'(y) Ealry) and 7(y) A ply,z) A 7' (2) | alz,y)
and if g(in, u,7") #0, then

3As usual, we use = in both A= ¢ (for “A satisfies ¢”) and ¢1 |= ¢2 (for “¢1 implies ¢2”).
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() A ply,z) A '(y) E azy) and w(y) A p(z,y) A a'(2) E alz,y).

Otherwise, we say that (m,¢g) is incompatible. Intuitively, (7, ¢) is incompat-
ible means that whenever A |= ¢, there is no element in A, that behaves
according to ¢ in any graph representation G 4 of A.

e A function g is a good behavior (w.r.t. ¢) if for every i € [k]:*

(3.2) Z Z g(out, u, ) + Z Z g(in,u,m) € S;.

p3Bi(zy) well w3B;(y,x) mel

Intuitively, for a vertex u in a graph representation G 4 that behaves according
to g, the sum Zuaﬁi(x,y) Y met g(,°" u, ) is the number of outgoing edges
that contains the relation 8;(z,y) and the sum }° 5 ) > e 9(in, p,m) is
the number of incoming edges that contains the relation ;(y,«). Their total
sum is the number of elements v such that A,x/u,y/v = Bi(z,y). Hence,
when A = ¢, it must be inside the set S;.

The notion of compatibility will be used to capture the universal part VaVya(x,y)
of our formula. The notion of good function will be used to capture the universally-
quantified and Presburger-quantified part: /\f:1 Va3ySiBi(x,y) ANz #y.

We observe that, for every structure A |= ¢, for every graph representation G 4 of
A, each vertex in G 4 behaves according to a function g where the range is a subset of
{0,...,4,0"P ... ¢™P oo} for ¢ the maximal non-co offset in all S; (when seen as finite
sets of linear sets). Indeed, suppose A |= ¢ and let G 4 be its graph representation.
Let u be an element that behaves according to g. Suppose g(out,u,7) = a or a™*?
for some a > q, p € €, and m € II. We will show that u also behaves according
to a function ¢’ where ¢’ is the same function as g except that g’(out,pu, ) is now
(a—sp)™P, where s is the minimum integer such that a —sp < q. We consider the case
where g(out, u, m) = a. Suppose 3;(z,y) € u, where i € [k]. Let b denote the number of
elements v such that A, x/u,y/v |= B;(x,y) Az # y. Since u behaves according to g, we
have b > a and hence b > ¢q. Moreover, b € S; since A |= ¢. Because b > ¢ there must
be ¢t € S; such that b € ¢™P. This means that u also behaves according to g’ where
g’ is the same as g except that ¢'(out,u,7) = (a — sp)™, where s is the minimum
integer such that a — sp < ¢. The cases where g(out, u, m) = a™ or g(in, u,7) =a or
g(in, u, m) = a*P with a > g can be treated in a similar manner.

So we may concentrate on only the good behaviors whose codomain is {0,...,q,
07P,...,q"P oo}, where ¢ is the maximal non-oco offset in all S;. Below we will parti-
tion elements based on their behaviors, always using good behaviors, thus the parti-
tions will be finite.

For A = ¢, and for a graph representation G4 of A, we can partition A =
Ay g W WAL 4 according to the 1-types and good behavior functions: for every
element u € A, we pick a behavior function g; such that u behaves according to g (in
G 4), and declare that u € Ay, 4, where m; is the 1-type of 1.5 We can then consider
the vector of subgraphs G4, and G4 .. of G4. We call this the type-behavior
partitioned graph vector associated with the graph G 4. The term “partitioned” refers
to the fact that the vertices of G 4 have a natural partition into A, , for differing
g. Intuitively, to decide whether ¢ is satisfiable, we construct a Presburger formula

4Here the operation + on No 4p is defined to be the commutative extension of the standard
addition on N such that a + co=a*? + co =00 and at? + b=atP + bTP = (a + b)*P.

5In general, for an element u € A, there may be several behaviors according to which u behaves;
we partition the domain by picking one such behavior.
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that captures the sizes of all the subgraphs in the type-behavior partitioned graph
vector associated by the graph G 4, for every possible graph representation G4 of
every model A = ¢.

At this point we can expand on the intuition for reducing satisfiability to biregular
graph problems. We will construct a sentence PRESy4 that “counts” the possible
cardinalities of the subgraphs in a type-behavior partitioned graph vector associated
with a graph representation G 4 for a model A of ¢.

Recall that IT = {7y, 79, ..., 7, } is the set of all 1-types. Let G ={g1,...,9m} be
the set of all behavior functions whose codomain is {0,...,q,0%"? ... ¢™?, c0}. The
sentence PRES, will be of the form

(3.3)  PRES,:=3X consistent; (X) A consistents(X) A \/ Xr 9, 70|,
i€[n], je[m]
where X is a vector of variables (Xr, g, Xr, gor---, Xn,.g,,). Intuitively, each Xz, o

represents |Ay, .| in some graph representation G. ‘The final conjunct ensures that
the domain is nonempty. By the formula consistent; (X ), we capture the consistency of
the nonnegative integers X with the first conjunct VaVy a(z,y) of ¢. By the formula
consistenty(X), we capture the consistency of the nonnegative integers X with the
second conjuncts /\f=1 Vae3%iy Bi(z,y) Az # y. In consistenty(X) we will consider
the type-behavior partitioned graph vector as the common solution of a set biregular
graph and digraph problems, and make use of the Presburger definability of biregular
graph problems.

Towards defining the formulas consistent; and consistent,, we define matrices that

will constrain the partitions.

gl<OU-t7M177T) gm(OUt7u1,7T)
Mout . . . .
™ : . . .
gi(out, iy, ™) -+ gm(out, puy, m)
and
gl(in7u1,7T) gm(innulaﬂ—)
M;rn = L
gl(innuftaﬂ—) gm(innu'taﬂ—)

That is, M2" contains information about the outgoing edges toward 1-type 7 and
M contains information about the incoming edges from 1-type .
Now, we explain how to capture information about the relationship between ele-

ments with distinct 1-types. Define matrices L., L}V € sz)ﬁ";,

out in
(3.4) L= (Mﬂin ) and LV := (Aj\fgut) ;

that is, in L, the first ¢ rows, corresponding to ¢ edge colors, come from M2" with
the next ¢ rows from MI". While in L'V the first ¢ rows come from M", followed by
the ¢ rows from M2oUt,
The intended meaning of the matrices is as follows. For every structure A, for
every graph representation G4 of A, A= ¢ if and only
e for every l-type 7, the subgraph G4 . is a complete M2U*| M -regular di-
graph;
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e for distinct 1-types 7, 7', the subgraph G  » is a complete L./ |L:*V-biregular
graph.
Here the first ¢ rows in L./ |L®Y capture the edges in G4 r » that are oriented
from left to right, whereas the last ¢ rows capture the edges in G 4 - that
are oriented from right to left.
We are now ready to define the formulas, beginning with consistent; (X). Letting
H be the set of all incompatible pairs (7, g), the formula consistent; (X) can be defined
as follows:

consistent; (X) := A Xeg=0 A\ Xrg=0
7 is incompatible, g€G (m,9)€EH
A A Xng=0.

g is not a good function, we€ll

We turn to formula consistents (X ). Recall that we enumerated all the 1-types as
Ti,...,Tn. We now define consistentz, where below each X, is the vector (Xr; 015
X s X, gm) and each X is defined in the same way:

i g2y "
(3.5) consistent (X))
= /\ c—biregLﬂj|L;C>V(Xm,X7rj) A /\ c-regazou | arin (X, )
1<i<j<n 1<i<n

Observe that formula consistent; (X)) is Presburger definable by inspection, while
consistents (X)) is Presburger definable using Theorems 3.2 and 3.3. Thus, the sentence
PRES, is an existential Presburger sentence. Lemmas 3.11 and 3.12 show that PRES,

is indeed the sentence required by Theorem 3.6.

LEMMA 3.11. For each structure A |= ¢, for every graph representation G 4 of A,
there is a partition A=Ay 4, &---WAL o such that
e for every m; € 11, for every g; € G, Ay, 4, contains the elements with 1-type
m; and behaves according to g; in the graph representation G 4;
e the subgraphs in the type-behavior partitioned graph vector associated with G 4
are complete regular and biregular graphs in the following sense:
(a) For every mj € I, Gar, is a complete M2" | M -regular digraph with
witness partition Ay, = Ap, g W WAL 4 .
(b) For every my,m; € I1, where i # j, G A, «; 15 a complete Ly, |L7"-biregular
graph with witness partition Ay, = Ay, g W+ -WA, o and Ay, = Ar, g, ¥

RN Aﬂ."gm/;
. consistentl(]gV) A consistenta(N) A Viem, jepm) [Anig;| # 0 holds in N,
where N = (|Az, g1 ls- -5 [ A g l)-

Proof. Let A = ¢. We fix a graph representation G4. We partition A into
Ar, g WAL o where for every element u € A, we pick a behavior function g;
such that u behaves according to g (in G 1), and declare that u € A, 4, where 7; is
the 1-type of u. Obviously, the first bullet item holds.

To prove item (a) in the second bullet item, let m; € II. By construction, for
every gr € G, every element in Ay, 5, behaves according to gi. Moreover, G4 r, is a
complete digraph. Thus, by the definition of Mfr’:‘t and M;TI:, the subgraph G 4 , is a
complete M2" | MI-regular digraph with witness partition Ar, = Ax, g, -+ WAL, 4 .
Item (b) in the second bullet item can be proved in a similar manner.

We now prove the third bullet item. Since A contains at least one element, at
least one of the Az 4’s is not empty. Hence the last conjunct V¢, jepm) |Amig;| # 0
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holds. Since A |=VaVy a(z,y), Az, = 0 whenever m; is incompatible and Az, ;. =0
whenever (m;,g;) is incompatible, the following conjunct holds.

/\ [Ar gl =0 A /\ | Argl =0.

7 is incompatible, geg (m,9)€H

Moreover, since A = /\f:1 Vz3%y Bi(z,y) A x #vy, the following conjunct holds:

A A

g is not a good function, w€ll

=0.

Thus, consistent; (V) holds for the assignment. Finally, consistents(X) holds due to
bullet item 2 and Theorems 3.3 and 3.2. O

Next, we prove the converse direction of Lemma 3.11.

LEMMA 3.12. For every nonzero vector N such that consistent; (V) Aconsistenty ()
holds in N, there is a structure A = ¢, a graph representation G 4, and a partition
A=Ay g W~ WAL, such that

e N= (|A7T1,91 |7 R |A7fm9m |)’

e for every m; € 11, for every g; € G, Ay, 4, contains the elements with 1-type
m; and behaves according to g; in the graph representation G 4;

e the subgraphs in the type-behavior partitioned graph vector associated with
G 4 are complete reqular and biregular graphs in the sense of (a) and (b) in
Lemma 3.11 above.

Proof. Let N = (N, g1s---5Nx, 4..) be anonzero vector such that consistent; (V')A
consistenty (V) holds. For each i € [n], let Ny, = (N, g1s---s Ny gon )-
For each (m;,g;) € II x G, we have a set Vg, o with cardinality Ny, 5. We let
Ve, = Ug_,»eg Vir,,g; for each m; € II. We construct a structure A |= ¢ along with a
particular graph representation G 4.
o The domainis A=, cp1, 4, Vring,-
Note that since N is a nonzero vector, at least one V7, ;. is not empty and,
therefore, A is not empty.
e For each m; € IT and for each element u € V., the predicates that hold on u
are defined such that the 1-type of u is ;.
e For each ; € II, we define the 2-types of each pair (u,v) € Vg, x V,,, where
u # v as follows.
Since c-regyyout| pzin (Nx,) holds, by Theorem 3.3, there is a complete M2U*| M-
regular digralph Glm = (V,E\,...,E;) with size N,,. Note that we can take
the set V, as the domain V' of the graph and V =V, , W---wWV,, o as the
witness partition since (|Vz; g1ls---+|Viigm|) = Nx, by construction. Then,
for every 1 < j <t, we set the 2-types of the edges in F; as ;1;. We define the
subgraph G 4 ., as the graph G, itself.
e For every m;,m; € Il with ¢ < j, we now define the 2-types of each pair
(u,v) € Vi, X Vi,
Since c-biregy, |prev(Nr;, Nr;) holds, applying Theorem 3.2, there is a com-
plete L, |Li"-biregular graph Gr,x, = (Vi,,Vi,s Ery- .oy Bty Eopty. .., Ea)
with size Ny, |Ng,.
Again, note that we can take Vi, and Vi, as the set of vertices on the left-
hand side and the right-hand side of the graph G, ., respectively, and that
Voo = Vg W WV g and Vi, = Vo g W W Vo o as the witness
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partition of L,;;|Ly¢ -biregularity since the sizes (|Va, g+, |V, g,,]) and
(IVa;0ls -5 Vr; g |) match the vectors N, and Ny, by construction. We
set the 2-types of each pair (u,v) € Vi, x Vi, as follows.
— If (u,v) € Ey, for some 1 < h <t, then we set the 2-type of (u,v) to be
HKh -
— If (u,v) € Ep, for some ¢t + 1 < h < 2¢, then we set the 2-type of (v,u) to
be Hh -
We define the subgraph G 4, », = (Vm,VW],E .., E}), where for each 1 <
h<t, Ej = E,U{(v,u) | (u,v) € Epq+}, i.e., we treat the edges in Ej, and
E} 4+ as having the same color, but the orientation of the edges in F}, is from
left to right and the orientation of the edges in E}, is from right to left.
The above process produces a model A and a graph representation G 4 as well as the
type-behavior partitioned graph vector. It is easy to see that for every 1-type 7;, every
behavior function g;, every vertex u € Vy, ,. has 1-type m; and behaves according to
the function g;.
To show that A |= ¢, we first show that A = VaVy a(z,y). Let u,v € A. There
are two cases.

e When u =v and u € V. This means V; # (). Hence [Vi| =3 ;N4 #0.
Therefore, 7 is compatible, which by definition means 7(z) = a(z, x). By the
construction of A, we have A, z/u,y/u = a(z,y).

e When v # v and u € V; and v € V». Suppose the 2-type of (u,v) is p and
the orientation is from w to v in the graph G 4. This means there is g € G
such that g(out,u,n’) # 0 and u € V4, which implies that V4 # 0, ie.,
Ny 4 # 0. Since consistent; (V) holds, which states that Ny g =0 whenever
(7, g) is incompatible, the pair (m,g) is compatible:

m(x) Ap(z,y) AT (y) FEoa(r,y) and  7w(y) Ap(y,z) An'(z) Eoa(z,y).

Since A is a structure with graph representation G_4, we have A,z /u,y/v =
alz,y) and A, z/v,y/u = a(z,y). The case when the orientation is from v to
u can be treated in a similar manner.
Next, we show that A = /\f:1 Va3%y Bi(z,y) Nz #y. Fix u€ A. Let 7 €Il and
g € G such that v € V; 4, i.e., u behaves according to g € G in the graph G 4. Thus,
Vir,g # 0. Since consistentl(N) holds, |Vx 4| = Nx 4 and Nr 4 # 0: the function g is
good. By the construction of the graph G 4, for every i € [k], the number of elements
y # u such that 5;(z,y) belongs to the 2-type of (u,y) is the sum

(3.6) Z Z glout, pu, ") + Z Z in, u,m

p3B;(z,y) w el w3Bi(y,x) el

By the definition of a good function, for every i € [k], the sum (3.6) is an element in
S;. Therefore, A, z/u = 3%y Bi(x,y) Ax #y for every i € [k]. Since the choice of u is
arbitrary, A |=Vz3%y Bi(x,y) Az #y. O

Thus, we have shown that, for every FO% .. sentence ¢ in normal form (3.1), we
can effectively construct an existential Presburger sentence PRES;o such that ¢ has
a model if and only if PRES;® holds in No. By Remark 3.5, the formula PRESJ®
can be easily rewritten to another formulaPRES, such that ¢ has a finite model if
and only if PRES, holds in /. The sentences PRES;® and PRES,; are as required by
Theorem 3.6.

Remark 3.13. Note that in a type-behavior partitioned graph vector, informa-
tion about 2-types is coded in both the edge relation and in the partition, since the
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partition is defined via behavior functions. Thus there are additional dependencies
on sizes for a type-behavior partitioned graph vector of a model of ¢, beyond what
will be captured in outdegree constraints.

This will not be a problem for us, because these dependencies could be captured
by additional Presburger constraints. We highlight that to solve satisfiability for our
logic, it was not sufficient to know whether a biregular graph problem is solvable: we
needed to get a Presburger formula for the possible cardinalities, which we combine
with these additional constraints.

4. Proof ideas using a special case for the graph analysis results (The-
orems 3.2 and 3.3). We now discuss the proofs of the main (bi)regular graph the-
orems. These theorems deal with matrices that may contain infinite entries, as well
as matrices that can contain periodic entries. Thus elements of the witness partitions
can be forced to be infinite or finite. In the body of the paper we restrict our analysis
to graphs that are finite, and thus in particular ignore the possibility of an infinite
entry. This suffices to show the claimed bounds on the finite satisfiability problem for
our logic. In the appendix we explain the extensions needed to deal with the infinite
case, and thus the general satisfiability problem.

We start in this section by giving proofs only for the 1-color case, without the
completeness requirement. While this case does not directly correspond to any formula
used in the proof of Theorem 3.6 (since matrices (3.4) have 2 rows even when there are
no binary predicates), this case gives the flavor of the arguments, and will also be used
as the base cases in inductive constructions for the case with arbitrary colors. This
will be bootstrapped to the multicolor case in later sections. Note that the 1-color
case with the completeness requirement is not very interesting, and also not useful for
the general case: completeness states that every node on the left must be connected,
via the unique edge relation, to every node on the right—regardless of the matrix.
We can easily write down equations that capture this.

This section is organized as follows. In subsection 4.1 we will focus on the version
of Theorem 3.2 for 1-color biregular graphs. In subsection 4.2 we present a brief expla-
nation of how to modify the proof for regular digraphs (i.e., the case of Theorem 3.3).
In this section and also in the next, we will be concerned with effectiveness but not
complexity. The complexity of our procedures will be analyzed in section 8.

4.1. The case of incomplete 1-color biregular graphs. We will begin by
proving a result for 1-color biregular graphs without the completeness requirement.

LEMMA 4.1. For every pair of degree matrices A € N}Qm and B € N_l‘_?)", there
exists an (effectively computable) existential Presburger formula biregA|B(:f,y)_su§h
that for every pair of size vectors M € N™ and N € N", the formula bi[egAlB(M,N)
holds in N if and only if there is an A|B-biregular graph with size M|N.

Our strategy to prove Lemma 4.1 is to divide it into two main cases. The first
case deals with the graphs with “big-enough” sizes and the second case with the
graphs with “not-big-enough” sizes. We organize the rest of section 4.1 as follows. In
section 4.1.1 we introduce some notation and the formal definition of big-enough sizes.
Then, in section 4.1.2, we present the formula that captures A|B-biregular graphs with
big-enough sizes. The not-big-enough sizes will be handled in section 4.1.3.

4.1.1. Notation and terminology. We will use the following notation. The
term “vectors” always refers to row vectors (of finite length). We use a,b, M, N, ...
(possibly indexed) to denote such row vectors. For a vector @, we denote by a; the
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jth entry in a. We write (@,b) to denote the row vector obtained by concatenating a
with b. We use - to denote the standard dot product between two vectors. To avoid
being repetitive, when vector operations such as dot products/additions/subtractions
are performed, it is implicit that the vector lengths are the same.

We now fix notation for degree matrices. Recall that, in our case, degree matrices
are matrices with entries from N, where p is a positive integer which is a common
nonzero period in all the set S;’s in (3.1). Obviously, 1-row matrices can be viewed
as row vectors. Entries of the form a™” in a degree matrix are called periodic entries.
Otherwise, they are called fized entries.

We write offset(a™?), for a periodic entry a™?, to denote the offset value a. Note
that this is consistent with the definition of offset of the corresponding linear set from
section 2. We define offset(a) for an integer a to be a itself. The offset of a vector
a, denoted by offset(a), is the row vector obtained by replacing every entry a; with
offset(a;). Of course, if @ does not contain any periodic entry, then offset(a) is @ itself.

In the 1-color case, matrices A and B for A|B-biregular graphs are in fact row
vectors. So, we will often write these matrices as @ and b, respectively. To differentiate
between vectors that are supposed to represent the degrees of vertices in a graph and
vectors that are supposed to represent the sizes of a graph, we call the former degree
vectors and the latter size vectors. We usually write a,b, ... to denote degree vectors
and M, N,... to denote size vectors. Note that degree vectors have entries from Nyp,
whereas size vectors have entries from N.

For degree vectors @ and b containing only fixed entries, we write (@, b) to denote
max(a, b), i.e., the maximal element in @ and b. When at least one of @ and b contain
periodic entries, we define §(a,b) as the maximal entry in (offset(a), offset(b),p). For
example, if @ = (3,1) and b= (21°,4), then §(a, b) is the maximal entry in (3,1,2,4,5),
which is 5.

Let a be a degree vector. We let nz(a) denote the set of indices j, where a; is not
0. We let per(a) denote the set of indices j where a; is a periodic entry.

For a size vector M of length m, let || M7 || denote the sum of all the entries in M,
ie., Z;n:l M;, that is, the 1-norm of the column vector MT, where M7T denotes the
transpose of M. For a subset X C [m], we write |[M7|x = > jex M; (which includes
the case |M7T||g =0). In this section we will only use |MT||x, where X is nz(a) or
per(a), for some degree vector a.

The intuition is that if G is an a|b-biregular graph with size M|N, then the norm
| M7 1s(a) denotes the number of vertices on the left of the graph with nonzero degree
bound and || M7|,er(z) denotes the number of vertices where the corresponding entry
of @ is periodic. The meaning of [|N”||,, ;) and [[N7|| . is analogous with respect
to the vertices on the right.

We now introduce the notion of big-enough sizes, the intuitive meaning of which
will become apparent later on.

DEFINITION 4.2. Let @ and b be degree vectors and let M and N be size vectors
with the same length as @ and b, respectively. We say that M|N is big-enough for alb,
if each of the following holds:®

(a) m%X(HMT”nZ(EL)a HNTJ|nZ(5)) > 25((_13 b)f +1;

(b) ”MT”per(a) =0 or ”MT”per(a) = 6(_lb)2 + 1;

(C) ||NT||per(B) =0 or ||NT||per(E) 2 6(&717)2 +1.

6(5(a,b))? is abbreviated 6(a,b)?.
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In the following, to avoid clutter, when we say that M|N is big-enough for alb, it
is implicit that M has the same length as @ and N has the same length as b. As usual,
when presenting a Presburger formula, we will write Z, 7, Z,... (possibly indexed) to
denote vectors of variables, where x; denotes the jth entry in z. We will also use the
notation ||Z7]| to denote the sum of all the variables in z and, similarly, use ||z7| x
to denote the sum >, v z;.

4.1.2. The formula for the case of big-enough sizes. Note that for the
conditions (b) and (c) required in the definition of big-enough, there are two possible
subcases: either the norm is 0 or at least as big as some threshold. There are altogether
4 possible scenarios and our formula for big-enough sizes will be a disjunction of 4
formulas, one for each scenario. By symmetry, it suffices to consider the following
three of these scenarios for the sizes M|N of a|b-biregular graphs:

(S1) 1M |lper@) = INT llpersy =0 (i-e., there are only vertices with fixed degree);
(S2) |MT||per(a) # 0 and ||NT||per(13) = 0 (i.e., there are vertices with periodic
degrees on exactly one side);
(S3) [|M™||per(a) # 0 and ||NT||per(5) # 0 (i.e., there are vertices with periodic
degrees on both sides).
The rest of this section is devoted to the formulas for each of the cases above.

The formula and argument for scenario (S1): Partition on one side, merge, and

swap. Consider the formula w}l“—)@y) defined as follows:

(4'1) Oﬁset(a) T = OHset(i)) YA Hi‘T”per(EL) = ||QT||per(l_)) =0.

Note that the last conjunct simply states that the condition of (S1) holds. The first
conjunct is something we will see often, an edge counting equality, saying that the
number of outgoing edges from the left must equal the number of incoming edges on
the right.

LEMMA 4.3. For every pair of degree vectors a,b and for every M|N big-enough
for alb, the formula wélg(M,N) holds in N if and only if there is an alb-bireqular
graph with size M|N, where (S1) holds.

Proof. Let a,b be degree vectors and M|N be size vectors big-enough for alb.

For the “if’ direction, note that if we have an a|b-biregular graph G with size
M|N, where (S1) holds, the total number of edges (by counting the edges adjacent to
the vertices on the left) must be offset(a) - M. Similarly by considering the vertices
on the right, the total number of edges must be offset(b) - N. Thus the condition
offset(a) - M = offset(b) - N is always a necessary one, regardless of whether M|N is
big-enough. Since the second conjunct of d)élg(M ,N) just says that (S1) holds the
whole wélg(M,N) also holds.

We now prove the “only if” direction. Suppose 1/);‘5(]\_4 ,N) holds in NV. Since
| MT || per@y = HNT”per(B) = 0, we may ignore all the periodic entries in @ and b and
assume that @ and b contain only fixed entries, i.e., @ = offset(a) and b = offset(b).

Our proof is similar to the one of [19, Lemma 7.2] which shows how to construct an
a|b-biregular graph with size M |N for big-enough M|N. For completeness, we repeat
the construction here, which we will also see later (e.g., in the proof of Lemma 4.4).

Suppose @- M =b-N = K. To construct an a|b-biregular graph G with size M|N,
we “partition on one side, merge on the other side, and swap.” Intuitively, this means
that we first construct an @|l-biregular graph G = (U, V, E) with size M|K, i.e., the
vertices on the left side are partitioned correctly to have degrees a and those on the
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right side all have degree 1. Then, we “merge” vertices on the right side so that they
have the correct degrees b. Since this merging may produce parallel edges between
two vertices, we perform “edge swapping” to get rid of them without changing the
degree of each vertex.

The details of the construction are as follows. Since a- M = K, it is straight-
forward to construct an a@|l-biregular graph G = (U,V,E) with size M|K. Let
N = (Ny,...,N,) and b = (by,...,b,). To obtain an a|b-biregular graph, we par-
tition V = Vi W --- WV, where |V;| = N;b; for each j € [n]. This is possible since
K =b-N. Then, for each j € [n], we merge allb; vertices in Vj into 1 vertex,
thus, making its degree b;. Such merging yields an “almost” a|b-biregular graph,
except that it is possible there are parallel edges between two vertices. Here big-
enough comes into play, where the condition (a) in Definition 4.2 is applied, i.e.,
max(|| M7 [lnzay, [N lua)) = 20(a,b)? + 1. We will get rid of the parallel edges one
by one.

Suppose in-between vertices u and v there are several parallel edges. There
are only at most §(a@,b)? edges incident to the neighbors of vertex u (including
parallel edges). The same holds for neighbors of v. Note that there are at least
max (|| M7 [ ns(a) ||Z\7T||nz(5)) > 26(a,b)? + 1 edges in G. So there is an edge (w,w’)
such that both w,w’ are not adjacent to either u or v. To get rid of one parallel edge
(u,v) between u and v, we replace it and (w,w’) by (u,w’) and (w,v) (see Figure 2
for an illustration). We perform such edge swapping until there are no parallel edges.
Furthermore, such edge swapping does not change the degree of the vertices. 0

The formula and argument for scenario (S2): Creating a “phantom partition” for
the period, then merging. Recall that (S2) states that “there are vertices with periodic
degrees on exactly one side.” By symmetry, we may assume that the vertices with
periodic degrees are on the left. Let the formula wg‘g(f,gj) be defined as

(4.2) 3z (offset(d) - T + pz = offset(b) -g) A \\£T||per(a) #0 A HQTHper(,;) =0.

As in the earlier scenario, the last two conjuncts state that (S2) holds. The first is an
edge counting equality, with pz representing the total number of edges added by the
periodic components over all elements on the left-hand side.

LEMMA 4.4. For every pair of degree vectors a, b and for every M|N big-enough
for alb, the forniulcE 1/1§|E(M,N) holds in N if and only if there is an a|b-bireqular
graph with size M|N where (S2) holds.

Proof. Let a,b be degree vectors and M|N be size vectors big-enough for a|b. We

first prove the if direction. Note that if G = (U,V, E) is an alb-biregular graph with
size M|N where (S2) holds, then the number of edges |F| should equal the sum of

U@’U U _— —~ v

w w'’ w w'
L E— ] [ ] [ )

Fic. 2. Edge swapping used in the proof of Lemma 4.3. After swapping there is one less parallel
edge between u and v, and the degrees of all vertices stay the same.
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the degrees of the vertices in U, which is offset(a) - M + zp, for some integer z > 0.
Since this quantity must equal the sum of the degrees of the vertices in V', which is
offset(b) - N, we conclude that the first conjunct of ¢§|E<M ,N) holds. Since (S2) holds
by assumption, the second conjuncts also hold.

We now prove the “only if” direction. Assume that w;lB(J\Zf, N) holds in V. By
(4.2), we have ||M7T||er@) # 0 and ||NT||pcr@ = 0. Clearly we might as well assume
that b contains only fixed entries, i.e., offset(b) = b.

To construct an a|b-biregular graph with size M|N, we “create a phantom parti-
tion for the period, then merge.” Abusing notation, we denote the value assigned to
variable z by z itself. Suppose offset(a)- M +pz=0b-N. Since M|N is big-enough for
alb, it follows immediately that (M, 2)|N is big-enough for (offset(a),p)|b. Applying
Lemma 4.3, there is an (offset(a), p)|b-biregular graph with size (M, z)|N. That is, we
have a graph that satisfies our requirements, but there is an additional partition class
Z on the left of size z, where the degree of elements is p. Let G = (U, V, E) be such a
graph, and let U =UyWU; W Z, where Uj is the set of vertices whose degrees are from
the fixed entries in @ and U; is the set of vertices whose degrees satisfy the periodic
entries in a: in fact, they will initially satisfy these using just the offset. Note that
(U] = [V [pex(ay and | 2] = 2. o

We will construct an a|b-biregular graph with size M|N. The idea is to merge
the vertices in Z with vertices in U;. Let zg € Z. The number of vertices in U
reachable from z, in distance 2 is at most §(a,b)2. Because M|N is big-enough for
alb, U1 = |[M™||per(ay = 6(a,b)* + 1. Thus, there is a vertex u € Uy not reachable
from z in distance 2; that is, u does not share adjacent vertices with zy. We merge
zp and w into one vertex. See Figure 3 for an illustration. Since the degree of 2y is
p, the merging increases the degree of u by p, which does not break our requirement.
We perform this merging for each vertex in Z.

Note that the constructed graph G is a|b-biregular, where @ contains periodic

entries and b contains only fixed entries. Thus, (S2) holds in G. d

Uo
Ui/,

. Vv

the ne;
8hbors of

- the Verticeg in V7
Z

. the neighbors of zo

20

Fi1G. 3. Illustration of the choice of the vertices zo € Z and uw € Ur. The set V' is the set of the
neighbors of zo. The set U’ is the set of the neighbors of the vertices in V' in set Uy, i.e., the set
of vertices reachable from zg in distance 2. Since |U1| = 6(a,b)? + 1 and |U’| < 6(a,b)?, there is a
vertex u € U1 — U’. We merge zo and u into one vertez.
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The formula and argument for scenario (S3): Move a multiple of the period entries
to one side. Recall that (S3) states that “there are vertices with (finite) periodic
degrees on both sides.” Consider the formula zbg‘l—)(i,g) that is defined as follows:

(4.3)
321, 20 (offset(@) - Z + pz1 = offset(D) - 7 + pz2) A 2" ||pera) Z O AT lpers) 7 O-

LEMMA 4.5. For every pair of degree vectors a,b and for every M|N big-enough
for alb, the formula wng(M,N) holds in N if and only if there is an alb-bireqular
graph with size M|N where (S3) holds.

Proof. As before, the if direction is straightforward, so we focus on the only if
direction. Suppose ¢§|B(M ,IN) holds in A/. If there are witnesses z; and 25 such that
z1 = z9, we can rewrite the first conjunct as the following;:

321, 29 (offset((z) - &+ p(21 — z2) = offset (D) - 27)-

That is, we “move the multiple of period p to one side,” i.e., to the left side. Let b’
denote the vector formed by taking offsets of b. Thus by definition, ||NT||per(g,) =0.
After replacing z; — zo with 2z, we can apply Lemma 4.4, corresponding to scenario
(S2), to @ and ¥'. Applying this tells us that there is an aloffset(b)-biregular graph
with size M|N. This graph, of course, is also @|b-biregular.

Note that in this case, i.e., when z; > 25, we are arguing, using the prior charac-
terization and algebra, that when the condition holds we can construct a graph where
the degrees on the right-hand side are exactly offset(b); that is, we do not need to take
advantage of the ability to have a nontrivial period. The proof for the case z; < 29 is

analogous. ]

To wrap up subsection 4.1.2, we define the formula ¢a|13(ff7ﬂ) as follows,
(44) Qpéw(i.v y) \ w?ﬂg(‘fv 27) 4 1/’52@(3?, f) \ ¢2|g(f» g)v

where each formula 7,/12”—)(:6, 7) handles one of the scenarios described above. Combining

Lemmas 4.3-4.5, 153(Z, y) captures precisely all the big-enough sizes M]|N of an alb-
biregular graph. This is stated formally as Lemma 4.6.

LEMMA 4.6. For each pair of degree vectors a,b and for each M|N big-enough for
alb, the formula 1/’&|B(M7N) holds in N if and only if there is an a|b-biregular graph
with size M|N.

4.1.3. The formula for the case of not-big-enough sizes: Fixed size
encoding. Subsection 4.1.2 gives a formula that captures the existence of 1-color
biregular graphs for big-enough sizes. We now turn to sizes that are not-big-enough—
that is, when one of the conditions (a)—(c) is violated. When condition (a) is violated,
we have restricted the total size of the graph, and thus we can write a formula that
simply enumerates all possible valid sizes.

We will first consider the case when (b) is violated, while (a) and (c) hold. If
condition (b) is violated, the value of || M || er(s) is some r between 1 and 6(a,b)? and
it suffices to show that, for each fixed r between 1 and §(a,b)?, we can find a formula
that works for this r. The idea is that a fixed number of vertices in a graph can be
“encoded” as formulas. We will refer to this technique as fized size encoding in the
remainder of the paper.
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We will define a formula covering the case where each of the following holds:

i ||MT||HZ(EL) - ||MT||per(d) 225(@,1))24—1. _

o ||M7T|yex(a) =1 for some fixed r between 1 and 6(a, b)?.

L ||NT||per(l;) =0or 2 5(5”b)2 + 1.
Note that the first bullet item is a slightly stronger requirement than the one required
in the definition of big-enough size. However, this does not affect the applicability
to the case where (b) is violated and both (a) and (c) hold. If (b) is violated, i.e.,
| M| per a) =7, where 1 <r < d(a,b)? and if HMTan(a) — ||MT||per(a) < 26(a,b)?,
then ||M7T| @) < 38(a,b)?, which means that the number of edges is fixed and all
possible sizes of A|B-biregular graphs can be simply enumerated.

The formula is defined inductively on 7, with the base case r = 0. Note that
when r =0, ||MT|| er(@) =0, which means (b) is no longer violated and it falls under
the big-enough case. We now give the inductive construction. Let a and b be degree
vectors. For an integer r > 0, define the formula gbglg(:f,gj) as follows:

e when r =0, let

¢2|E(jvg) = HfTHper(Fz) =0 A wa\l‘;(@g)a
where 9;;(Z,7) is defined in (4.4);
e when r > 1, let
1'17&0 A 20+21:g
(45)  ¢ly.9) = 3sInIn \/ | A ||Z¥1|1|nz(lg) = offset(a;) +ps |,
ieper(a) \ A ¢;R575_1)(5 —e;,20,21)

where the lengths of zy and 2z; are the same as g, €; is the unit vector where
the ith component is 1, and the subtraction b — 1 of degree vectors is the

usual elementwise subtraction except the cases b*? — 1= (b—1)*? for b> 0,
0?7 —1=(p—1)"", and 0 — 1=0.

LEMMA 4.7. For every pair of degree vectors a,b, for every pair of size vectors

M, N, and each integer r >0 such that

o | M7 |lnya) >28(a,b)* + 1+,

b ”MT”per(a) =r, _

i ||NT||per(B) 2 5(&,[))2 +1,
the formula qbg‘B(M,N) holds in N if and only if there is an a|b-biregular graph with
size M|N.

Proof. Let @,b be degree vectors and let M, N be size vectors that satisfy the
hypothesis. The proof is by induction on r. The base case, as in the formulas, is
r =0, and is straightforward by the characterization of big-enough.

Now assume the claim holds inductively for » — 1 > 0, and consider r. We
begin with the if direction, which provides the intuition for these formulas. Suppose
G = (U,V, E) is an a|b-biregular graph with size M|N that satisfies all the items listed
above. Let U=U1W---WU,, and V=V, W--- 0V, be witness partitions.

Since r # 0 and || M| per(a) =7, there is an i € per(a) such that U; # . Choose
u € U;. Based on this u, for each j € [n] we define Z; to be the set of vertices in V;
adjacent to u. Figure 4 illustrates the situation.

If we omit the vertex u and all its adjacent edges, then, for each j € [n], every
vertex in Z; has degree b; — 1. Note here that, for each j where Z; # 0, b; > 0
since u is adjacent to the vertices in Z; C V;. Thus, we are left with an a|(b,b — 1)-
biregular graph with size (M — e;)|(Ko, K1), where Ko = (V1| — | Z1],- -, |Va| = | Z0])
and K1 = (|Z1],...,|Zx]). Also note that
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Fic. 4. Illustration of why the formula for the not-big-enoughcase is a necessary condition.
Note: color appears only in the online article.

o (VT =€) fungay = V17 ey — 13 26(@,5)2 + 1+ ( — 1).
The equality comes from the fact that ¢ € per(a), hence i € nz(a) and
||eiT||nZ(a) = 1, which implies the equality. The inequality comes from the
assumption that || M7, >26(a,b)? +1+1;
o [[(M 761) ||per(a) =r—1
This comes from the assumptions that |[M7 || per@) =r and i € per(a);
i ||(K07K1) Hper(bb 1) — ||N ||per b)) = > 5(0’ b) +1.
The equality comes from the fact that N = K+ K, while periodic entries in
b stay peI‘lOdlC in b — 1. The inequality is the assumption that |[NT | per(p) =
§(a,b)? +
The items above tell us that (M — e;)|(Ko, K;) satisfies the hypothesis of the lemma
(w.r.t. to the degree vectorb a|(b,b—1)). Thus, we can apply the induction hypothesis
and obtain that ‘(bb 1)(M e;, Ko, K1) holds. Moreover, since i € per(a), the
degree of u is offset(a;) + ps for some s and hence ||K{| = offset(a;) + ps. Since,
by construction, every vertex in each Z; is adjacent to u, |Z;| = 0 whenever b; = 0,
so, |KT| = offset(az) + ps implies that | KF lnae) = offset(al) + ps, and therefore
gbrlb(M N) holds, with the witnessing Zy and z; being K, and K7, respectively.
For the only if direction, suppose qbr (M N) holds. Then we can fix some s, Zg, 21,
and i € per(a) such that

(a) M;#0;
(b) offset(a;) +ps= ||51T|\nz(5)§
(¢) Zo+2z21=N;

(d) &% 451, (M — ei, 20, 21) holds.
We prove erorn this that a biregular graph of the appropriate size exists.
By similar reasoning as in the previous case (i.e., the if case), the following hold:
o (M —ei)|lns@ = 1M llnsa) — 1 > 20(a,b)* + 1+ (r —1);
o [(M—e)"[lperay =7~ 1; _
o 11(z0,20)" lper(@5-1) = INT llper(r) = (@, 0)* + 1
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That is, (M — e;)|(%0, 1) satisfies the hypothesis of the lemma (w.r.t. to the degree
vectors @|(b,b — 1)). Thus, we can apply the induction hypothesis and obtain an
a|(b b — 1)-biregular graph G = (U,V,E) with size (M —e;)|(20,21). Let U=U, &

WUp and V=V 106V, 0V 10wV, be the witness partitions. Note
that the degrees of the vertices in V; 3 W--- W V; ,, are b—1.

Let u be a fresh vertex. We construct an a|b-biregular graph G’ = (UU{u},V, E'),
by connecting u with every vertex in U]Enz(b) Vi;. This makes the degree of the
vertices in V; ;- - -wV; ,, become b. The formula states that ||zf||]rlZ (v = offset(a;)+ps;
thus, the degree of u is offset(a;) + ps, which satisfies the requirement for a vertex
to be in U;. Moreover, Z + z; = N. Thus, the graph G’ has size M|N. As witness
partition for G’ we use the U; on the left, while on the right each V4 ; UV; ; becomes
a single partition element. ]

The case where (a) and (b) hold, but (c) is violated is handled symmetrically.

Next, we consider the case when (a) holds, but both (b) and (c) are violated. The
treatment is similar to the previous case. We will define a formula for the case where
all of the following hold.

* ”MT”nz(a) - ||MT||per a) = 25(& b)

4 ||N ||nz b) ||N ”per(b > 25(0“ b) + 1

o || M7 || er(ay =71 for some fixed r1 between 0 and §(a, b)
o |NT Il per( () =72 for some fixed ro between 0 and 6(a,b)?.

The formula is defined inductively on ro with the base case ro = 0. Note that
when 75 =0, [ N7 cr5) =0, which means (c) is no longer violated and it falls under
the previous case. Define the formula ¢“’r2 (z,7) as follows:

e when r, =0, let

¢2|’0($ y) ||y ”per(b)_o A ¢a\b( )7

where (Z)le—)(a?,y) is defined in the previous case;
e when o > 1, let

y27£0 N 2zZy+z21==T
(4.6) ¢ (7,9) = FsInIa \/ e ||néga) = offset(b;) + ps
i€per(b) ¢€;7;2 i ‘b(z()a Z1,Y — ei)

Here the lengths of Zy and z; are the same as Z, e; is the unit vector where
the ith component is 1, and the subtraction @ — 1 of degree vectors is the
same as in the earlier case.

Note that the formula QS“ '"2(z,7%) is defined as in the previous case, but the roles of

a,z and b, are reversed and the base case is now the formula ¢™%(z, ).

~ LEMMA 4.8. For every pair of degree vectors a,b, for every pair of size vectors
M, N, and each integer r1,79 > 0 such that

o [|M7 |,y >26(a,b)* + 1+,
N7 gy > 2085 1472
b ||]\_4 ||per (@ =",
i || ||per ®) — =T2,

the formula (bh’rz (M, N) holds in N if and only if there is an a|b-biregular graph with
size M|N.
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The proof of Lemma 4.8 is similar to Lemma 4.7, hence is omitted.

We have completed the case of fixed r1,75. As mentioned above, this suffices to
give the entire not-big-enough case, via enumerating solutions for each of the finitely
many possible values of r,7s.

To wrap up this section, we define the formula birega‘g(f, ) required in Lemma 4.1
to characterize solutions in the 1-color case without the completeness requirements

bireg&\g(fag) ::’lp&w(i'vg) \ ¢a|b i' g \/ ( a|b v¢b|a(gvf))
v Voo y)

0<7r1,m2<8(a,b)?

where t;3(Z,y) is defined in (4.4) to deal with the big-enough sizes, ¢;;(Z,7) is
the formula enumerating all valid sizes when condition (a) is violated, the formulas
in the second last disjunction deal with the not-big-enough cases when exactly one
of the conditions (b) or (c¢) is violated as defined in (4.5), and the formulas in the
final disjunctions deal with the other not-big-enough cases as defined in (4.6). The
correctness of the construction follows immediately from Lemmas 4.6 and 4.8.

4.2. The proof in the 1-color case for biregular digraphs. For the regular
digraph case, we can essentially use the same argument as in the biregular case. Recall
that we define digraphs as without any self-loop. Thus, a digraph can be viewed as
a bipartite graph by splitting every vertex u into two vertices, where one is adjacent
to all the incoming edges, and the other to all the outgoing edges; see Figure 5.
Conversely, a bipartite graph can be viewed as a digraph by merging every two vertices
into one vertex. Thus, a|b-regular digraphs with size M can be characterized as a|b-
biregular graphs with size M|M (see [19, section 8] for a similar construction when
the degrees are fixed).

To illustrate, we will give a formula that captures the sizes of a*?|b-regular di-
graph. Consider the formula

o(z) :=3z ax + pz =bzx.

We claim that for every M > bp + p+ 1, the formula (M) holds in N if and only
if there is a™P|b-regular digraph of size M.

For the only if direction, suppose there is a*?|b-regular digraph G of size M.
Splitting each vertex in G into 2—as illustrated in Figure 5—we obtain a7 |b-biregular
graph of size M|M, which by Lemma 4.4, implies that p(M) holds in N.

For the if direction, suppose @(M) holds in Ny. By Lemma 4.3, there is an
(a,p)|b-biregular graph G = (U, V, E) of size (M, z)|M. Let U = Uy W Uy, where Uy is
the set of vertices of degree a and Uj is the set of vertices of degree p, the phantom
partition to be merged with Uy (using the same merging technique as in Lemma 4.4).
Let up,uq,... and v1,vs,... be the enumeration of vertices in Uy and V, respectively.

e
o —

Fic. 5. Splitting a vertex w in a digraph G into two vertices u and v in G'. One is adjacent to
all the outgoing edges and the other to all the incoming edges.
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We will call each v; the mirror image of u; and, similarly, each u; is the mirror image
of v; for every i > 1.
To obtain a™|b-regular digraph of size M, we perform the following steps:
1. Ensure that each w; is not adjacent to its mirror image in G.
This can be achieved in the same manner by the edge swapping technique in
Lemma 4.3. (See also Figure 2.)
2. Merge the vertices in the phantom partition U; with vertices in Uy as follows.
For each vertex w € Uy, we merge it with a vertex u € Uy where w is not
reachable from w in distance 2 and w is not the mirror image of the vertices
adjacent to w. Such a u exists since M > bp+ p+ 1. Note that since wu is not
the mirror image of the vertices adjacent to w, after the merging of w and u,
each vertex in Uy is still not adjacent to its mirror image in V.
Thus, we obtain a*?|b-biregular graph G’ = (Up, V, E") of size M| M.
3. Orient all the edges in E’ from left to right and merge each vertex in Uy with
its mirror image in V, thus, obtaining an a™|b-regular digraph of size M.
Note that since each vertex in Uy is not adjacent to its mirror image in G’,
there is noself-loop in the digraph.

Some remarks on the general case versus the 1-color case. To conclude
this section, we stress that although the 1-color case contains many of the key ideas,
the multicolor case requires a finer analysis to deal with the big-enough case, and
also may benefit from a reduction that allows one to restrict the analysis to matrices
of a very special form that we call “simple matrices”. Note that our definition of a
multicolor graph requires the edges of different colors to be disjoint, which imposes
additional correlations between sizes on top of those one would get from considering
each color in isolation. We will present these details in the following sections.

5. Proof of Theorem 3.2 for the case of “simple” matrices and without
the completeness requirement. This section will provide the construction of the
Presburger formula for the case where the matrices A and B may have multiple colors,
but are what we call simple matrices, defined formally in Definition 5.1, and where
the requirement of being complete is dropped. Here it is useful to recall that a fixed
entry is of the form a € N and a periodic entry is of the form a™?.

DEFINITION 5.1. A degree matriz A is simple if every row consists of either only
periodic entries or only fized entries.

That is, for every fixed edge color, either each partition is constrained using fixed
degree constraints on each vertex, or each partition is only “loosely constrained”
with a periodic constraint on each vertex. We devote this section to the proof of the
following lemma, which only deals with finite graphs. The extension to general graphs
can be found in Appendix C.

tXm

LEMMA 5.2. For every pair of simple matrices A € N," and B € pr”, there
exists an (effectively computable) existential Presburger formula biregA|B(5c,g)7su§h
that, for every pair of size vectors M € N™ and N € N", the formula biEegAlB(M, N)
holds in N if and only if there is an A|B-biregular graph with size M|N.

This section is organized as follows. We introduce the proper notation in subsec-
tion 5.1. In the setting with multiple colors we also need to introduce big-enough sizes
and “extra-big-enough” sizes. The big-enough sizes are defined only for the matrices
A|B whose entries are all fixed, whereas the extra-big-enough sizes are defined for
the matrices A|B whose entries can be fixed and periodic. As in the 1-color case, the
formula bireg 4 5(Z,7) is divided into three cases:

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 11/10/25 to 86.3.37.138 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

TWO VARIABLE LOGIC WITH U.P. COUNTING 909

(1) For big-enough sizes and when the degree matrices contain only fixed entries,
dealt with in section 5.2.
(2) For extra-big-enough sizes and when the degree matrices may contain fixed
and periodic entries, in section 5.3.
(3) For not-big-enough/not-extra-big-enough sizes, in section 5.4.
Lemma 5.2 can then be proven by combining these cases, as we show in section 5.5.
Briefly, the formula for case (1) is the same as the one in [19, Theorem 7.4].
However, the proof we give here is more straightforward. The formula for case (2) is a
generalization of the formula for case (1) and we will use techniques such as “creating
a phantom partition for the period, then merging’ (Lemma 4.4); “move a multiple of
the period entries to one side” (Lemma 4.5), and edge swapping (Lemma 4.3). As
with the 1-color case, the purpose of extra-big-enough sizes is to enable us to perform
these techniques without violating the requirement of A|B-biregularity. Finally, the
formula for not-extra-big-enough sizes is a straightforward generalization of the “fized
size encoding’ presented in subsection 4.1.3.

5.1. Notation and terminology. As before, the term vectors means row vec-
tors and we use Z, 7, Z (possibly indexed) to denote vectors of variables, and M, N to
denote size vectors.

Since we are now transitioning to general multicolor graphs, we will use matrix
notation, where matrices are primarily used to describe the degrees of vertices. We
will often call the matrices degree matrices. We use - to denote matrix multiplica-
tion. When we perform matrix multiplication, we always assume that the sizes of the
operands are appropriate. We write I; to denote the identity matrix with size ¢ x t.

The transpose of a matrix A is denoted by A”. The entry in row 7 and column j is
A; ;. We write A; ., and A, ; to denote the ith row and jth column of A, respectively.
The numbering of the rows and columns of a matrix starts from 1.

As before, we call an entry A;; a fized entry, if it is some a € N. Otherwise, it
is called a periodic entry, i.e., an entry of the form a*?. The offset of A, denoted by
offset(A), is the matrix obtained by replacing every entry A;; with offset(4; ;). Of
course, if A does not contain any periodic entry, then offset(A) is A itself.

For a matrix A (with ¢ rows and m columns) that contains only fixed entries,
its norm is defined as [|A| = max;c[m) S, A;;. This is the standard 1-norm.
Of course, a vector a (of fixed entries) can be viewed as a 1 row matrix. Thus,
for @ = (a1,...,am), its norm is ||a|]| = max(ay,...,am) and the norm of its trans-
pose is [|[a’]| = I, a;. For matrices A and B that contain only fixed entries,
0(A, B) denotes max(||Al|,||B||). If they contain periodic entries, §(A,B) denotes
max(||offset(A)||, ||offset(B)||,p). Note that 6(A, B) is actually the generalization of
the §(a,b) introduced in section 4.1.1 for the 1-color case.

If A and B are matrices with the same number of columns, (4 ) denotes the matrix
where the first sequence of rows is A and the next sequence of rows is B. Likewise, if
A and B have the same number of rows, (4, B) is the matrix where the first sequence
of columns is A and the next sequence of columns is B.

For degree matrices A and B (with entries from N, and the same number of
rows), and for all size vectors M and N, we say that M|N is appropriate for A|B, if
the length of M is the same as the number of columns of A and the length of N is
the same as the number of columns of B. Since we will only use degree matrices A
and B to describe A|B-biregular graphs (or A|B-regular digraphs), in the rest of the
paper, whenever we use the notation A|B, we implicitly assume that A and B have
the same number of rows. Moreover, unless indicated otherwise, entries in degree
matrices always come from N_,.
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Next, we generalize the notion of big-enough in section 4. The distinction between
big-enough and not-big-enough size vectors used for the 1-color case in section 4 will
need to be refined.

DEFINITION 5.3. Let A and B be degree matrices with t rows whose entries are
all fized entries, i.c., from N. For size vectors M and N, where M|N is appropriate
for A|B, M|N is big-enough for A|B if the following holds for every i € [t]:

(a) maX(HMTan(Ai,*)’ ||NT||nz(Bi,*)) = 25(*’4’ B)2 +1

DEFINITION 5.4. Let A and B be simple degree matrices with t rows. Let M and
N be size vectors where M|N is appropriate for A|B. We say that M|N is extra-big-
enough for A|B, if each of the following holds, for every i€ [t]:

(a) m%X(HMTan(Ai,*)’ ||NTJ|nz(Bi,*)) z 8t25(Av B)4 +1;

(b) ”MTHIJer(Aq:,*) =0 or ”MTHper(Ai,*) = 5(A,B)2 + 1;

(C) ”NT”per(Bi,*) =0 or ||NT||per(Bi,*) P 5(A7B)2 +1.

Note that since A is a simple matrix, for each color i € [t], either per(A; .) =0 or
per(4; ) = [m], where m is the number of columns in A. The first case is equivalent
to || M7 per(a; .y = [M7T] =0 in condition (b), while the second case is equivalent to
M7 per(a; ) = IMT]| = 6(A, B)? + 1. The same property also holds for matrix B
and size vector N. Thus, conditions (a)—(c) can be equivalently restated as

o max(|[M7]hua,.) INT |lna(B,..)) = 8t%6(A, B)* +1 for every i € [t];

e if A contains periodic entries, then |[MT| > 6(A, B)? +1;

e if B contains periodic entries, then |[NT|| > §(A, B)? + 1.
This is the version we will use in arguments below. The formulation in Defini-
tion 5.4 was presented only to highlight the generalization from the 1-color case in
Definition 4.2.

When we say M|N is big/extra-big-enough for A|B, we implicitly assume that
M|N is appropriate for A|B.

Remark 5.5. Some basic observations:

e The notion of big-enough is defined just on matrices A|B which contain only
fixed entries.

e Definition 5.3 is a direct generalization of Definition 4.2 for the case without
periodic degrees, where M|N is big-enough for A|B, if M|N is big-enough for
every color, i.e., M|N is big-enough for degree vector A; .|B; . (in the sense
of Definition 4.2) for every row i.

e In the notion of extra-big-enough, in Definition 5.4 condition (a) requires that
maX(HMTan(Ai,*), HNT”nz(Bi,*)) is at least 8t20(A, B)* + 1, which is quartic
in 0(A, B), a jump from quadratic for the 1-color case. The reason is purely
technical, because in multiple color graphs, in some cases periodic entries can
be reduced to fixed entries but with quadratic blowup on the matrix entries.

e Of course, extra-big-enough is stronger than big-enough.

Informally, big-enough entries are those that will allow the analogous results to
Lemma 4.3 from the 1-color case, which concerned fixed-degree constraints, to go
through. Extra big-enough will have some additional margin over big-enough, which
will allow us to handle the case of matrices with periodic entries by reduction to the
fixed-entry case.

5.2. Proof of Lemma 5.2 for big-enough sizes, when the degree matrices
are simple matrices containing only fixed entries. Let A and B be degree
matrices with ¢ rows that contain only fixed entries. Note that in this case, A and B
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are also simple matrices. In fact, they are just a special case of simple matrices that
do not contain periodic entries, and the corresponding big-enough sizes are defined in
Definition 5.3. Consider the formula:

(5.1) Uyp(z,9):= A-z" = B-y".

This formula is a generalization of (4.1) to the case of multiple color graphs for a
and b without periodic entries.

LEMMA 5.6. For every pair of degree matrices A, B that contain only fixed entries
and for every pair of size vectors M,N such that M|N is big-enough for A|B, the
formula \11114‘5(]\_4,]\7) holds in N if and only if there is an A|B-bireqular graph with
size M|N.

Proof. Let A and B be degree matrices with ¢ rows, containing only fixed entries.
Let M|N be big-enough for A|B.

We argue for the if direction. Let G = (U,V, Ey,...,E;) be an A|B-biregular
graph with size M|N. The equality, as in the analogous 1-color case, comes from the
“edge counting equality,” i.e., both A- M7 and B- N7 simply “count” the number of
edges in each color, i.e., A- M7 = (|Ey|,...,|E)T = B-NT. Thus, \If}qlB(M,N)
holds.

We now show the only if direction. Suppose ‘IIA‘B(M, N) holdsin NV, ie., A-MT =
B-NT. We will show that there is an A|B-biregular graph with size M|N.

The proof is by induction on ¢. The base case t = 1 has been shown in Lemma 4.3.
For the induction hypothesis, we assume the lemma holds when the number of colors
is less than ¢.

Let A’ and B’ be the degree matrices obtained by omitting the last row in A
and B, respectively. Since M|N is big-enough for A|B, we infer that M|N is big-
enough for A’|B’. Applying the induction hypothesis, there is an A’| B’-biregular
graph G' = (U', V', Ey,...,E;_1) with size M|N.

Similarly, since M|N is big-enough for A|B, it is big-enough for A;.|B;. (in
the sense of Definition 4.2). Recall that A;, and B, . are the last rows of A and
B. Applying the induction hypothesis, there is an A, .|B; .-biregular graph G” =
(U", V" E;) with size M|N. Since G’ and G” have the same size, we can assume that
U'=U"and V" =V".

To obtain the desired A|B-biregular graph, we first merge the two graphs, ob-
taining a single graph G = (U,V, E4,..., E:). Such a graph G is almost A|B-biregular,
except that it is possible we have an edge (u,v) which is in EyU---UE;_; as well as in
E;. Here we will make use of the edge swapping technique adapted from Lemma 4.3.

Recall that §(A4, B) = max(||Al,||B||). Thus, there are only at most §(A, B)?
edges incident to the neighbors (via any of Fy,..., Ei-edges) of vertex u. The same
holds for neighbors of v. Since M|N is big-enough for A|B, there are at least
max (|| M7 ||, INT [lna(s, L)) = 20(A,B)? + 1 Ep-edges in G. So there is an Ej-
edge (w,w’) such that both w,w’ are not adjacent (via any of Ej,..., Et-edges) to
either u or v. We can perform edge swapping where we omit the edges (u,v), (w,w’)
from Ey, but add (u,w’), (w,v) into E;. This edge swapping does not effect the degree
of any of the vertices u,v,w,w’. O

5.3. Proof of Lemma 5.2 for extra-big-enough sizes. In this section we will
present the construction of the formula for Lemma 5.2 that captures all the extra-
big-enough sizes. For illustration, we start with subsection 5.3.1 where we consider a
special case when the degree matrices A and B contain only 1 column and 2 rows, the
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proof of which already contains all the essential ideas required for the proof this case.
Then, in subsection 5.3.2, we present the general formula for the extra-big-enough
sizes for Lemma 5.2.

5.3.1. A special case to illustrate the main ideas. We consider the two-
color case, i.e., t = 2, and the degree matrices Ag = (;2*1”) and By = (bgp), where
ai,as,by, by are all nonzero. Both Ay and By have only one column—thatQis, only a
single partition, whose size will be the size of one side of the bipartite graph. So it is
trivial that every row contains either only fixed entries or only periodic entries. Hence
both are simple matrices.

We will now present the formula vg(z,y) that captures all possible extra-big-

enough sizes M|N of Ag|By-biregular graphs:
Yo(w,y) = 21322 a1z =b1y +pz1 A azx + pza =bay.

Equivalently, we can write 1o (z,y) in matrix form,

Yo(@,y) == Fz13z C(:i) - D(;Jl>,

where C' = (% Y) and D = (Z; ). Note that C' and D contain only fixed entries. The

az p
following lemma will be useful.
LEMMA 5.7. For every pair of integers M, N >0, if M|N is extra-big-enough for
Ap|Bo, then, for all integers K,L >0, (M, K)|(N, L) is big-enough for C|D.

Proof. The proof is straightforward from the definitions of extra-big-enough, big-
enough, 6(Ap, By), and §(C, D). d

We now show that 1o(x,y) captures all possible extra-big-enough sizes M|N of
Ap|Bo-biregular graphs, stated formally in Lemma 5.8. The proof actually contains
all the essential ideas required for the proof of Lemma 5.2.

LEMMA 5.8. For every pair of integers M, N >0, if M|N is extra-big-enough for
Ap|Bo, then the formula o(M, N) holds in N if and only if there is an Ag|Bo-bireqular
graph with size M|N.

Proof. Let M|N be extra-big-enough for Ag|By. Again, the if direction follows
immediately from the edge counting equality. So, we focus on the only if direction.
Suppose ¥o(M, N) holds, i.e., there are K, L > 0 such that

(52) alM = b1N+pK,
(53) CL2M+pL = b2N

Since M|N is extra-big-enough for Ag| By, by Lemma 5.7, (M, L)|(N, K) is big-enough
for C|D. By Lemma 5.6, there is a C|D-biregular graph G = (U,V, Ey, E2) of size
(M,L)|(N,K). Let U =UywU; and V = VW V; be the witness partitions, where
(|Uol,|U1]) = (M,L) and (|Vo],|V1]) = (IV, K) and the degree of every vertex is as
follows:

e every vertex in Uy has Fj-degree a; and Es-degree as;

e every vertex in U; has Fj-degree 0 and F»-degree p;

e every vertex in Vj has F;-degree by and FEs-degree bo;

e every vertex in V; has Fj-degree p and Fs-degree 0.
We will show how to merge every vertex in the “phantom” partition U; with some
vertex in Uy and likewise, merge every vertex in the phantom partition V; with some
vertex in V.
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We consider two cases: (a) at least one of K or L is zero; (b) both K and L are
not zero.

Case (a): When at least one of K or L is zero. We may assume that K = 0,
ie., Vi = 0. Hence we may consider G = (U,V, E1, E3) as a Cloffset(By)-biregular
graph of size (M, L)|N. We will use the same merging technique as in scenario (S2)
in subsection 4.1.2.

Let w € U;. The number of vertices in Uy reachable from w in distance 2 is at
most §(Ag, Bp)?. Due to the condition that (M, L)|N is big-enough for Cloffset(By),
we have |Ug| = M > §(Aop, Bg)? + 1. Thus, there is a vertex u € Uy not reachable
from w in distance 2: that is, u does not share adjacent vertices with w. We merge
zp and wu into one vertex. Since the Fj-degree of w is 0 and its Fy-degree is p, the
merging does not break the Ag|By-biregularity requirement. We perform this merging
for every vertex in Uy and obtain an Ag|By-biregular graph of size M|N.

Case (b): When both K and L are not zero. For this case, we first establish that
K < (Ag, By)?N and L < §(Ag, By)?M, which will be used to bound the number of
vertices in the phantom partition that are merged with the same vertex in the “real
partition.”

By (5.2) and (5.3), we have

(54) 0 < pK = agtM —b;:N < aiM — N,
(5.5) 0 < pL = byN —asM < byN — M.

Note that (5.4) implies N < a; M. Thus, plugging it into (5.5), we obtain
pL < boN — M < bpatM — M < baay M < §(A, B)*M.
Similarly, (5.5) implies M < by N. Plugging it into (5.4), we obtain
pK < ayM — N < a;-byN —N = a1boN < §(A,B)?N.
Hence
(5.6) K <6(Ag,Bo)>N/p  and L <8(Ag, Bo)>*M/p.

Now, when we merge every vertex in the phantom partition with a vertex in the
real partition, the bound L < 6(Ag, Bo)>M/p tells us that we can do it in such a way
that every vertex in Uy is merged with at most d(Ag, Bg)?/p vertices in U;. Likewise,
the bound K < §(Ag, Bg)?N/p tells us that we can do the merging in such a way
that each vertex in Vj is merged with at most §(Ag, By)?/p vertices in V;. After
this merging we obtain an almost Ag|Bg-biregular graph G = (Uy, Vy, E1, E2) with
size M|N. Again the almost is because it is possible that there are parallel edges
between two vertices in G. The bounds above have controlled the number of parallel
edges that we need to worry about. We again perform the edge swapping to get rid
of the parallel edges without affecting the degree of each vertex. Note that after the
merging the total degree of each vertex increases by 6(Ag, By)?, since the degree of
every vertex in U; UV; is p. The requirement that M|N is extra-big-enough ensures
that we have enough edges after the merging that we can perform the needed edge
swapping to get rid of (Ao, By)? parallel edges. d

5.3.2. Proof of Lemma 5.2 for extra-big-enough sizes. We now give the
general construction for extra-big-enough sizes, extrapolating from the idea in the
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prior example. For simple degree matrices A and B with ¢ rows, consider the formula
\11124‘3@,3]) given by

32171 tee 3217t 32271 e 322,75
a1pzi1 511?22,1
(5.7) offset(A) -z + = offset(B) -4’ + : ;

Pzt 5tP22,t

where a; =1 if row 7 in A consists of periodic entries and is 0 otherwise, and similarly
Bi =1 if row ¢ in B consists of periodic entries and is 0 otherwise.

This is again an edge counting equality, with the p multiples of z;; and of 2y,
representing additional edges due to the periodic factors. We can see that \I!}4| 5(@,7)is
a special case of it where all the constants as,...,a:,01, ..., B are zero. We will show
that \I/il p(%,7) captures all possible extra-big-enough sizes M|N of A|B-biregular
graphs, as formally stated in Lemma 5.9.

LEMMA 5.9. For each pair of simple degree matrices A, B and for each pair of size
vectors M, N such that M|N is extra-big-enough for A|B, the formula \I/124|B<M’N)
holds in N if and only if there is an A|B-biregular graph with size M|N.

Proof. Let A and B be simple degree matrices with ¢ rows. Let M|N be extra-
big-enough for A|B.

The if direction is just an edge counting equation for each color. Suppose there
is an A|B-biregular graph G = (U,V, Ey, ..., E;) with size M|N. For each i € [t], the
number of E;-edges is the sum of E;-degrees of vertices in U which is offset(A; .) M+
a;pzi ; for some integer z;; > 0. This, of course, must equal the sum of E;-degrees
of vertices in V', and this is offset(B; ) - N + Bipz2,; for some integer 29 ; > 0. Thus,
\IJZ‘B(M,N) holds.

We now prove the only if direction. Suppose \I',24| (M, N) holds in N. Abusing
notation as before, we denote the values assigned to the variables z; ;s by the variables
2;,;'s themselves.

We are going to construct an A|B-biregular graph with size M|N. There are two
cases—analogous to Cases (a) and (b) in subsection 5.3.1.

Case 1: a;z1,; > Biz2,; for every i € [t].

This case is analogous to scenarios (S2) and (S3) in the 1-color case, where we
first “move a multiple of the period entries to one side” (S3) and “create a phan-
tom partition for the period, then merge” (52). It is also analogous to case (a) in
Lemma 5.8. First, as in (S3), we move all the multiple of the period entries to one
side—that is, rewrite (5.7) as

(01121,1 - 5122,1)10
offset(A) - MT + : = offset(B) - NT.
(apz1,e — Brzag)p
We further rewrite the left-hand side as
e

Q1211 — 5122,1

(offset(A),pl}) - ) = offset(B)-NT.

oz — Braag
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Recall that I; is the identity matrix with size ¢ x t and that (offset(A),pl;) denotes
the matrix where the first sequence of columns are offset(A) and the next sequence
of columns are pl;. Intuitively, the submatrix pl; represents p phantom partitions,
each containing vertices whose F;-degree is p on exactly one color i, with the other
degrees being 0. The vector (a1211 — B122,1,--.,¢21,t — Prz2¢) represents the sizes
of these phantom partitions. Note that this is similar to (S2) in the 1-color case in
Lemma 4.4, except that now we have one phantom partition for each color.

Let C = (OﬂSCt(A),pIt) and K = (0612’1,1 — 512271, e 021 — BtZQvt). Since M|N
is extra-big-enough for A|B, (M, K)|N is big-enough for C|offset(B).

Note that C' and offset(B) contain only fixed entries. By Lemma 5.6, there is an
(offset(A), pI;)|offset(B)-biregular graph G = (U, V, E, ..., E;) with size (M, K)|N.

Let U=U1W--- WU, W7 W--- W, be its witness partition—that is, for every
i€ t]

e for every j € [m], the E;-degree of every vertex in Uj is offset(A; ), and
|Uj| = My;
e the E;-degree of every vertex in W; is p and |W;| = a;z1,; — Bize,, and for
every i’ # 1, the E;-degree of every vertex in Wj is 0.
Here we actually “create phantom partitions Wy, ..., W; for the periods.”

Observe that if W; # 0, i.e., a;z1,; — Biza,i # 0, then a; # 0. Since A is a simple
matrix, its row i consists of only periodic entries, hence [|M” || per(a, ) = [M™T]. Since
the sizes are extra-big-enough, we have |U; W--- W U,,| = |M7T|| > §(A, B)? + 1, where
0(A, B) = max(||offset(A)|], ||offset(B)||,p). For such an i, we are going to merge
vertices in W; with vertices in Uy W - - - W U,,—analogously to Lemma 4.4.

Let w be a vertex in W;, where W; # (. The number of vertices in G reachable
by w in distance 2 (with any edges) is at most §(A4, B)?. Since |Uy&---WU,,| > 6% +1,
there is a vertex u € U; & - -- W U,,, which is not reachable from w in distance 2. We
can merge w with u. We perform such merging for every vertex in W;. Since the
FE;-degree of every vertex in W; is p, and the FE;-degree of vertices in W; is 0, for
every i’ # i, such merging only increases the F;-degree of a vertex in U by p. We
continue in this way for every i where W, # (), resulting in an A|B-biregular graph
with size M|N.

The case where ;22 > a;z1,4, for every i € [t], can be handled symmetrically.

Case 2: There are i,7’ € [t] such that o;z1,; > Bize,; and a2y v < Byrza .

This case is analogous to case (b) in Lemma 5.8. Let I'; be the set of indexes i
such that «;z1,; > 822, and I's be the set of indexes ¢ such that ;21 ; < B;z24. Since
A and B are simple matrices, this means

e for every i €'y, a; #0, i.e., row ¢ in A consists of only periodic entries;
o likewise, for every i € I's, §8; # 0, i.e., row ¢ in B consists of only periodic
entries.

First, we can rewrite (5.7) as

281 Ly
offset(A) - MT + | = offset(B) - N+ | : |,
pK; pLy
where each K; and L; is defined as
K, = { ;21— Bize; if1€T,

0 ifigTy,
1. { Bz el
Lo if i ¢ Ty
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We can further rewrite the formula:

T NT

Kl Ll
(5.8) (offset(A),pl:) - | . = (offset(B),pl;) -

Kt Lt

In the following we let C = (offset(A),pl;) and D = (offset(B),pl;). We also let
K= (Ky,...,K;) and L= (Ly,...,L;). Note that since M|N is extra-big-enough for
A|B, (M,K)|(N,L) is big-enough for C|D. By Lemma 5.6, there is C|D-biregular
graph G = (U,V, Ey, ..., E;) with size (M, K)|(N,L). Welet U=Uy 1 - & Uy m W&
Ul pand V=V 0wV, 0V 10wV, be the witness partition,
where

o M = (|U071|, ceey |U0,m|) andﬁK = (|U1,1|7 ey |U1,75D7 and

e N= (|‘/()71|, cany |‘/O,n|) and L = (|V171‘, ceey ‘V17t|).
The partitions Uy 1,...,U14,Vi1,..., Vi, are the phantom partitions whose vertices
are to be merged with the vertices in the real partitions Uy 1,...,Uom,Vo,1,---, Von-

Similarly to case (b) in Lemma 5.8, we can bound the value of each K; and L;.
For simplicity, we may first assume the following assumptions (al) and (a2) hold.
(al) Forevery i€y, A; . does not contain a 01? entry or, equivalently, offset(4; .)
does not contain a zero entry.
(a2) Likewise, for every i € 'y, B; . does not contain a 0*? entry.
Note that for every i € I'y we have

(5.9) 0 < pK;=p(a;z1,; — Biza,;) = offset(B; ) - NT — offset(A4; ) - MT
<O(A,B)INT — [[M7].

In the last inequality we use the assumption that offset(A; .) does not contain a 0
entry. Similarly, for every ¢ € I'y we have

From (5.10), we obtain ||N7| < §(A, B)||[MT|. If we plug this into (5.9), we obtain
that, for every i € 'y,

(5.11) pK: < 0(A, B2 NIT | — | N7 || < 6(A, B " .
Symmetrically, for every ¢ € I's, we have
(5.12) pLi <3(A,B)2|NT|.

Inequalities (5.11) state that, for every ¢ € 'y, when performing the merging between
vertices in the phantom partition U;; and the real partitions Uy W --- 8 Up p, We
can do so in such a way that every vertex in the real partition is merged with at
most 6(A, B)?/p vertices in the phantom partition. Likewise, (5.11) states similarly
for i € I'y for the merging between vertices in the phantom partitions V; ; and the real
partitions Vo 1 W --- & Vp p,.

Now we reason as in the illustrative case. After the merging, we obtain an almost
A|B-biregular graph with size M|N. As in the example, almost is because it is possible
that there are parallel edges between two vertices in G and the established bounds
above have controlled the number of parallel edges that we need to worry about. After
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the merging the total degree of each vertex increases by t§(Ag, Bo)?. We perform the
edge swapping to get rid of the parallel edges without affecting the degree of each
vertex. The requirement that M|N is extra-big-enough ensures that we have enough
edges to perform the edge swapping. This completes the proof for case 2 when the
assumptions (al) and (a2) hold.

Now we consider the case when at least one of the assumptions (al) or (a2) does
not hold. The main idea is to rewrite the 07”7 entries in A and B as p*? in such a
way that the bounds in (5.11) and (5.12) still hold.

First, we rewrite (5.8),

MT NT
, K , I
(offset(A"),pl:) - | . = (offset(B’),pL)- | . |,
K Ly
where the matrix A’ and the integers K7,..., K are

(1) for every i ¢ 'y, we let A} , = A; . and K| = K;;
(2) for every i € T'y such that A;. does not contain 07 entries, the row Aj , is
A; . and K] = K;;
(3) for every i € I'y such that A; . contains 017 entries, we let X = {j: A; ; =01P};
moreover,
(3.a) if K; <|[MT|x, then Aj = A, . and K] = K;, and
(3.b) if K; > ||[MT| x, then A}, is obtained from A; . by changing every 017
entry with p*? and K/ = K; — | M7 x.
The matrix B’ and the integers L],..., L} are defined in a similar manner.
(4) For every i ¢ I'y, we let B; , = B; . and L] = L;.
(5) For every i € I'y such that B; , does not contain 077 entries, the row B, is
Biy* and L; = Ll
(6) For every i € I'y such that B, , contains 077 entries, we let X = {j : B, ; =
0"?}; moreover,
(6.a) if L; <|[NT|x, then B}, = B; . and L} = L;, and
(6.b) if L; > [N x, then B, is obtained from B; . by changing every 077
entry with p*? and L =L, — |[NT| x.
Note that the only difference between A and A’, and between B and B’, is in (3.b)
and (6.b), respectively, where some 077 entries are changed into p™. Thus, an A’|B’-
biregular graph is also an A|B-biregular graph.
Performing a similar calculation as in (5.9)—(5.12), we can show that
e for every i € I'y, K <3(A, B)?|MT||/p;
e for every i € I'y, L) <4J(A, B)?||NT| /p.
The construction of an A’|B’-biregular graph with size M|N can be done almost
verbatim as above. O

Remark 5.10. It is only in case 2 in the proof of Lemma 5.9 that we require the
quantity
maX(HMT”nZ(Az:,*)a HNT||UZ(B1Z,*))’

which is precisely the number of vertices with nonzero F;-degree in an A|B-biregular
graph of size M|N, to be at least quartic in §(A4, B), and not quadratic as in sec-
tion 4. This is because the total degree of each vertex increases by at most t5(A, B)?
after the merging between the vertices in the phantom partitions and real partitions.
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Thus, we require that the number of edges is at least quartic in (A, B) to ensure there
are enough edges to perform edge swapping to get rid of the parallel edges. Note also
that the restriction of A and B to simple matrices allows us to merge every vertex
in the phantom partition with any vertex in the real partition. Thus we can perform
the merging in such a way that the total degree of each vertex in the real partition
increases by at most td(A, B)?.

5.4. Encoding of not big/extra-big-enough components for simple ma-
trices. Lemma 5.9 gives a formula that captures the existence of biregular graphs for
extra-big-enough sizes for simple degree matrices. We now turn to sizes that are not
big/extra-big-enough. Here we will use the same idea of fixed size encoding as in the
1-color case.

Note that a “not-extra-big-enough size” means that one of the conditions (a)—(c)
in Definition 5.4 is violated and thus some of the entries in the size vectors M, N
are already fixed. For example, if condition (a) is violated, then max(||M T||nz(Ai,*)7
INT||nyB, .)) is between 1 and 8t25(A, B)* for some i € [t]. So in this case we can
fix the values of |[M7|,,(a,.) and |INT||4,(p,.) as some r1 and ry, where 1,75 are
in-between 1 and 8t26(A, B)*. As in the 1-color case (Lemma 4.7), the idea will be
that a fixed number of nonzero degree vertices in a graph can be encoded as formulas,
along the lines of subsection 4.1.3.

We detail the formula construction for the case where for some color, condition
(a) is violated, but conditions (b) and (c) hold. All the other cases can be handled
in a similar manner. We fix degree matrices A and B with ¢ rows, and let m and n
be the number of columns in A and B. For simplicity, we focus on the case where
the color where (a) is violated is the tth row. For integers ri,r5 > 0, we define a
formula CI)Z;";Q (Z,7) that captures precisely the sizes M|N of A|B-biregular graph
where || M7]|,,(4,.) =71 and ||NT||HZ(BM) =rg. The construction is by induction on
r1 +r2 and the number of rows in the degree matrices A and B.

e When the number of rows in A, B is 1, the formula CIDZTETQ (z,y) simply enu-
merates all possible sizes of A|B-biregular graphs.

Such an enumeration is possible since the number of vertices with nonzero
degree on the left=hand side is fixed to r1, and the number of vertices with
nonzero degree on the right-hand side is fixed to rs.

e If the ith row in both A and B contains periodic entries, the formula
<I>1"T]13’T2 (Z,y) simply enumerates all possible sizes of A|B-biregular graphs,
where 71 is the number of vertices on the left-hand side and r5 is the number
of vertices on the right-hand side.

Here it is useful to recall that A (resp., B) is a simple matrix, hence either
the entries in A (resp., B) are all fixed entries or are all periodic entries.

e When r; +ry =0, we get the formula

05 (2,9) = @5 5@0.50) A NZ nsca,) =0 A 177 loucs,,.) =0,

where A is the matrix A without the tth row and without the columns in
nz(A; ), B is the matrix B without the tth row and without the columns in
nz(By . ), and Ty and gy are the vectors Z and g without the components in
nz(A; ) and nz(By .), respectively.

The purpose of the formula ® A 5(Z0,70) is to capture all possible sizes of
/~1|B-biregular graphs. Formally, it is defined as

\1’124“;(500,?70) \ 6A|B(£Oag0)7
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where W2 i B(ﬂco,ﬂo) captures all the extra-big-enough sizes of fl|§—biregular
graphs as defined in subs~ec~tion 5.3 and © 5(Z0,70) captures all the not-
extra-big-enough sizes of A|B-biregular graphs. Note that the number of rows
in A|B is now t—1, hence the formula © 4 5(Z0, %) can be defined inductively.
The intuition behind the matrices A and B is that, since 127 |nsa,.) =71=0
and HQTHHZ(BM) =ro =0, we can ignore the color t, i.e., by removing the tth
row in A and B and all the corresponding columns in nz(A4; .) and nz(B ).
e When 71 + 173 > 1, at least one of r; or 75 is bigger than or equal to 1.
When r; > 1, we let
q)rAl\Jg2 (_7 Zj)
:=dsy -+ - sy FZp3Z1 -+ I

_ t _
(731,3 #0) N y= Zz:o z0
V A Noe ) |2/ || = offset (A ;) + a-p- s 7
jenz(Aq «) (I)TAI|(_B’7]§ i Bth)(f—ej,Zo,Zh...,zt)

where each ay is in {0,1} with oy =1 if and only if A, ; is a periodic entry;
each Jy is a matrix with size (¢t x m), where row £ consists of all 1 entries and
all the other rows have only 0 entries.
When 79 > 1, the formula can be defined symmetrically with the roles of A, %
and B,y being swapped.

The following lemma states the correctness of the formula constructed above.

LEMMA 5.11. For every pair of simple degree matrices A, B with t rows, for all
integers r1,m9 >0, for all size vectors M,N, the formula <I>T1|’T2 (M, N) holds in N if
and only if there is an A|B-biregular graph with size M|N, where ||M™|,,a, ) =71
and ||NT||nZ(Bt’*) =7y.

The proof of Lemma 5.11 is a straightforward generalization of Lemma 4.8, hence
we omit it.

The case where (b) or (c) is violated for some color ¢ € [t] can be treated in a
similar manner. Note that in the case when both (b) and (c) are violated, i.e., 1 <
||MTHpcr(Aily*) <8(A,B)? and 1 < ||NT||pcr(Bi2’*) < §(A, B)? for some iy, € [t], the
number of vertices is fixed to some r in-between 1 and 26(A, B)?, since pery, = [m]
and per(B;,..) = [n] due to A and B being simple matrices. Thus, in this case all
possible sizes of A|B-biregular graphs can simply be enumerated.

Remark 5.12. The following observations about the formula will be useful in
our complexity analysis later on. By pulling out the disjunction, we can rewrite the
formula <I>A|B (Z,7) as a disjunction \/, ¢; conjoined with @Alg(io,go), where each
©; is a conjunction of O(t(r1 + r2)) (in)equations. Since ry,r9 ranges between 1 and
max(8t26(A, B)*,t6(A, B)) = 8t26(A, B)*, each ¢; is a conjunction of O(t3§(A, B)*)
(in)equations conjoined with ® 4, B(Jco, 7). It is useful to recall that A|B now have one
less row than A|B.

By straightforward induction on the number of rows ¢, we observe that the formula
<I>f41|’;2 (Z,y) can be written as a disjunction \/; ¢;, where each ¢; is a conjunction of
O(t*5(A, B)*) (in)equations.

5.5. Proof of Lemma 5.2. To wrap up this section, for simple matrices A and
B, we define the formula bireg 4 5(Z,7) required in Lemma 5.2 to characterize all the
possible sizes of A|B-biregular graph, without the completeness requirement,
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bireg5(%,9) == U4 3(%,9) v \/ ®:(Z.9),
i€[4]

where \I'QA‘B(JZ‘,@ is defined in (5.7) to deal with the big-enough sizes, while the
disjunction vie[@] ®,(z,7) deals with the not-extra-big-enough sizes as defined in sub-
section 5.4. Here we assume an enumeration of all the formulas ®1(Z,3),...,P¢(Z,7)
that deal with the not-extra-big-enough sizes. The correctness of the construction
follows immediately from Lemmas 5.9 and 5.11.

Remark 5.13. Let t be the number of rows in matrices A and B and let m and n
be the number of columns in A and B, respectively. By Remark 5.12, each ®;(Z,7)
is a disjunction of conjunctions of O(t*6(A, B)*) (in)equations. Since \11?4‘3(52,17) is a
conjunction of ¢t equations, the formula biregA|B(§c7y) can be written as a disjunction
V/, i, where each ¢; is a conjunction of O(t*6(A, B)*) (in)equations.

6. Proof of Theorem 3.2 for the case of simple matrices with the com-
pleteness requirement being enforced. We will now consider the formula defining
possible partition sizes, still restricting to simple biregular graphs, but now enforcing
the completeness restriction. This will be done via reduction to the case where the
completeness restriction has not been enforced.

We introduce a further restriction on the matrices that will be useful.

DEFINITION 6.1. For a pair of simple matrices A|B (with the same number of
rows), we say that A|B is a good pair if there is i such that row i is periodic in both
A and B.

Remark 6.2. Note that if A|B is not a good pair, then complete A|B-biregular
graphs can only have up to 2§(A, B) vertices. Indeed, suppose G = (U,V, E1, ..., E})
is a complete A|B-biregular graph. Since A|B is not a good pair, for every i € [t],
the number of edges in E; is at most §(A, B)|U| or 6(A, B)|V|. Thus, >, |Eil is at
most 0(A, B)(|U|+|V]). On the other hand, the fact that G is complete implies that
> iciy | Bil = |U||V| which is strictly bigger than (A, B)(|U| + [V|) when [U| + [V| >
26(A, B). So, when A|B is not a good pair, to capture all possible sizes of complete
A|B-biregular graphs, we simply write a formula that enumerates all possible M|N,
where ||MT|| + |NT|| < 26(A, B).

So it suffices to define the formula that captures all possible sizes of complete
(finite) A|B-biregular graphs where A and B are both simple matrices and A|B is a
good pair. Let = (z1,...,%m) and §= (y1,...,¥yn). Let A€ Nixpm and B € N’;Xp" be
simple matrices such that A|B is a good pair. Let {4 5(Z,%) be the formula

(6.1) bireg |5(Z,7)

(6.2) AN\ 2 #0 = 3z |57 = [loffset(AL )| + pz
JE[m]

63) A A y#A0 = 3= @7 = loffset(B. )| +p=.
J€[n]

Here bireg 4 5(7,9) is the formula characterizing the situation without the complete-
ness requirement.

Intuitively, (6.2) states that the number of vertices on the right-hand side must
equal the total degree of the vertices on the left-hand side. Likewise, (6.3) states that
the number of vertices on the left-hand side must equal the total degree of the vertices
on the right-hand side.
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LEMMA 6.3. For every pair of simple matrices A and B such timt_A|B is a good
pair, for every pair of size vectors M and N, the formula fé‘Bi(M,N) holds in N
exactly when there is a complete A|B-biregular graph of size M|N.

Proof. That &4 B(M,N) is a necessary condition for the existence of a com-
plete A|B-biregular graph is straightforward. This follows from the fact that if
G = (U,V,Ey,...,E;) is a complete A|B-biregular graph then the sum of all FE;-
degrees of every vertex in U must equal |V| and, likewise, the sum of all E;-degrees
of every vertex in V must equal |U].

Now we show that it is also a sufficient condition. Suppose &4 (M, N) holds
in V. Thus, bireg, z(M,N) holds, and by Lemma 5.2, there is a (not necessarily
complete) A|B-biregular graph G = (U,V, E1,..., E;) with size M|N. We will show
how to make G complete.

Let U=UyW--- WU, and V=V, W--- WV, be the witness partition. Since A|B
is a good pair, there is i¢ such that row iy is periodic in both A and B. Now, for
every (u,v) ¢ E1U---UFE;, we define (u,v) to be in E;,. Obviously, after adding such
E;,-edges, the graph G becomes complete. We argue that G is still A|B-biregular by
showing that

(a) for every j € [m], for every vertex w € Uj, the E; -degree of w increases by a

multiple of p;
(b) for every j € [n], for every vertex w € V;, the E; -degree of w increases by a
multiple of p.
We prove (a), fixing w € U;. The E; -degree of w increases by

V1= 3 det, ().
i€t]
Note that (6.2) forces |V| to be
|V| = |Joffset(A. ;)| TP = |loffset(A. ;)|| + (some multiple of p).
On the other hand, we also have
Z degp. (w) = Z A; j = ||offset(Ax ;)| + (some multiple of p).
i€lt] i€lt]

Here it is useful to recall that row ig in A contains periodic entries, hence the additional
term “some multiple of p.” Thus, the quantity [V| -3, degg, (w) is a multiple of
p, and therefore the Ej -degree of w only increases by a multiple of p. This does not
violate the A|B-biregularity condition.

Part (b) can be proven in a similar manner to (6.3). This completes our proof of
Lemma 6.3. O

Remark 6.4. We will again make some further observations that will be important
only for the complexity analysis, which will be detailed in section 8. For each j € [m],
let a; = ||offset(x,j)7||. We first rewrite (6.2) as follows:

\/ (32 HQTH:ajl +pz A x5 #0 A /\ szz())'
J1€[m] J2€[m] s.t. aj,#aj, mod p

Indeed, if z;,,z;, #0, then ||g7 || = a;rlp and ||y = a;;p, which implies a;, = a;, mod
p. Therefore, if 2, # 0, then z, =0 whenever a;, # a;, mod p. We also rewrite (6.3)
in a similar manner.
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Note that (6.2) yields O(m) equalities, while the rewriting above transforms it
into a disjunction of O(1) (in)equations.” By Remark 5.13, the formula &4 5(Z,7) is
a disjunction of conjunctions of O(t*6(A, B)*) (in)equations, where ¢ is the number
of rows in matrices A and B.

To wrap up section 6, we define the formula c-bireg 4, 5(Z,7) for simple matrices
A and B as follows,

: . ) &as(®,9) if A|B is a good pair,
64 cbiregaip(7,9) = { V, ¢i(2,9) if A|B is not a good pair,

where {4 5(7,y) is defined in (6.1)—(6.3) when A|B is a good pair and the disjunction
V,; ¢i(Z,y) enumerates all possible sizes M|N when A|B is not a good pair. Recall
that by Remark 6.2, when A|B is not a good pair, complete A|B-biregular graphs
can only have sizes M|N, where |M7T|| + ||[NT| < 26(A,B). Since there are only
finitely many such sizes, they can be enumerated. The correctness of the formula
c-bireg 4 (2, y) follows immediately from Lemma 6.3 and Remark 6.2, as stated for-
mally in Lemma 6.5.

LEMMA 6.5. For every pair of simple matrices A and B and for every pair of size
vectors M and N, the formula c-bireg 4 5(M,N) holds in N exactly when there is a
complete A|B-biregular graph of size M|N.

7. Proof of Theorems 3.2 and 3.3. In this section we will present the proof
of Theorems 3.2 and 3.3. Recall that Theorem 3.2 states that for all arbitrary degree
matrices A and B, we can effectively construct a Presburger formula c-bireg Al 5(&,7)
that captures all possible sizes of complete A|B-biregular graphs. Theorem 3.3 is the
analog for the directed graphs.

In section 6 we showed how to construct Presburger formulas that capture all
possible sizes of complete simple A|B-biregular graphs, i.e., where the degree matrices
A and B are simple matrices. In this section we will show how to reduce the nonsimple
matrices to simple matrices for biregular graphs. We divide this section into three
subsections. We begin with an example that shows the main idea in section 7.1. In
section 7.2 we present the general reduction from nonsimple biregular graphs to simple
biregular graphs. Finally, in section 7.3 we deal with the regular digraphs.

7.1. A special case illustrating the reduction. Consider the degree matrices
Ao = (a1,a3?) and By = (b1,b3%), where ay,as,b1,bs are all nonzero integers. Note
that this is just the 1-color case, which is already handled in section 4. The choice of 1
color is for the sake of simplicity. Obviously, they are not simple matrices, since each
row contains both fixed and periodic entries. We will show that every Ag|By-biregular
graph can be viewed as a collection of four simple biregular graphs, as stated formally
in Theorem 7.1. Note that this example has only one color, and we already know
how to construct the required Presburger formula from section 4. The purpose of this
section is only to illustrate the reduction from nonsimple matrices to simple matrices.

The main idea is as follows. Suppose we have Ag|By-biregular graph G = (U, V, E)
with witness partition U = U; WU and V = VWV, We will decompose the graph into
4 induced bipartite subgraphs, each representing the restriction to one partition on

"Here we do not count equations of the form z = 0 since such a variable z can be ignored during
the computation, thus, becomes negligible in the complexity analysis.
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the left and one on the right.® We will show below that each such subgraph satisfies
a biregularity condition:
e The induced subgraph G[U;UV;]isa (0,1,...,a1)[(0,1,...,by)-biregular graph.
e The induced subgraph G[U; U V3] is an (a1,a; — 1,...,0)[(0T7, 117 ... bSP)-
biregular graph.
e The induced subgraph G[Us U V4] is a (O+p,1+p,...,a;p)|(b1,b1 -1,...,0)-
biregular graph.
e The induced subgraph G[Us U V5] is an (a3 ?, (ag — 1)*P,...,0MP)|(b3?, (by —
1)*™P,...,07P)-biregular graph.
Note that the degree matrices involved are all simple matrices. For example, the
degree matrix (0,1,...,a;), which has only one row, is simple, since every row contains
only fixed entries. As another example, the degree matrix (072,117 ... af?) is also
simple, since every row contains only periodic entries.
We call the decomposition of G into the subgraphs G[U; U V4], G[U; U V3], GlUz U
V1], and G[Us U V3] the degree-based decomposition of G. We reduce a characterization
of sizes of Ag|By-biregular graphs to a characterization of the sizes of the components
of the decomposition.

THEOREM 7.1. For every pair My, My € N? and every pair N1, Ny € N2, the
following are equivalent.

(a) There is an Ag|Bg-biregular graph with size (M, M3)|(Ny, N3).

(b) There exist size vectors K, € N1+l K, € Ne2+l [} ¢ N+l [, ¢ NbaHl

such that |KT||= M, |K¥|| = Ma, |LT| = Ny, and ||LE]| = Ny and
a (0,1,...,a1)[(0,1,...,by)-biregular graph with size Ki|L1;
e an (ar,a; —1,...,0)[(0tP, 1P ... bSP)-biregular graph with size Ky|Ly;
e a (017177 .. ag®)|(by,by —1,...,0)-biregular graph with size Ko|L1;
e an(ag® (ag—1)*P . ...0FP) (b7, (by—1)tP, ..., 0tP)-biregular graph with
size Ko|Lo,

Note that there can be several vectors K ... satisfying the conditions on norms
in the theorem. But the condition on sizes can clearly be described in Presburger
arithmetic, so this allows us to get a Presburger formula for the sizes of an Ag|By-
biregular graph, assuming we can get such a formula for the simple case.

The proof of Theorem 7.1 is conceptually simple, but rather technical. We divide
it into two lemmas: Lemma 7.2 which implies the only if direction and Lemma 7.3
which deals with the if direction. Below we let [0, k] denote the set {0,1,...,k} for an
integer k > 0.

LEMMA 7.2. For every Ao|Bo-biregular graph G = (U, V, E) with witness partition
U=UwUy and V = Vi W Vs, there exist size vectors K; € N+l K, € Ne2+1,
L1 e N F1 and Ly € N2+ such that

1. the induced subgraph G[UyUVy] is a (0,1,...,a1)|(0,1,...,b1)-biregular graph
with size Ky|Ly;

2. the induced subgraph G[U, U Va] is an (a1,a; — 1,...,0)[(0T7, 177, bSP)-
biregular graph with size Ki|Lo;

3. the induced subgraph G[Us U V4] is a (0P, 177 .. ad®)|(by,b1 — 1,...,0)-
biregular graph with size Ko|L1;

4. the induced subgraph G[Uy U V3] is an (ag”?, (ag — )72 ... 07P)|(b57, (by —
D)*P, ... 0tP)-biregular graph with size Ko|Ls.

8 As usual, for a graph G = (V, E) and for a subset S C V, the notation G[S] denotes the subgraph
induced in G by the set S.
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Proof. Let G = (U,V, E) be a Ag|Byp-biregular graph with size (M7, Ms)|(N1, Na).
Let U=U; WU; and V =V; W V5 be the witness partition, where
e every vertex in U; has degree a; and every vertex in Us has degree a;p ;
e every vertex in V; has degree b; and every vertex in Us has degree b;r P,
We partition the set U; as follows,

U = U owU1W--- WU,

where for each j € [0,a1], the set Uy ; is the set of vertices in Uy with j neighbors in
V1 and (a7 — j) neighbors in V5. See Figure 6 for an illustration. We repartition the
set Uy, V1, V5 in a similar manner.
o Let Uy=Uy WUz 1 W---WUs,,, where for each j € [0, as], Us; is the set of
vertices in Us with j™ neighbors in V; and (as — j) ™ neighbors in V5.
e Welet Vi=Vi oW Vi1W---wViy,, where for each j €[0,b1], V1 ; is the set of
vertices in V7 with j neighbors in U; and (b; — j) neighbors in Us.
o Welet Vo=V oWV 1 W---WVsy,, where for each j € [0,bs], Vs ; is the set of
vertices in Vo iwth 577 neighbors in Uy and (b — 7)™ neighbors in Us.
Now, we let K1, Ky, L, Lo as follows:

Ki:= (U0l Ul |Ura ) Ky = (|Uz0l,|U21],- - |Uz,051)
Ll = (‘V170|’|‘/171|7"'?|V11b1|)’ L2 = (|V2,0 7|‘/2,1|a"'5|‘/2,b2|)'

To complete the proof of Lemma 7.2, we show o
(1) Gl U] is a (0,1,...,a1)|(0,1,...,b1)-biregular graph with size K;|Lq;
(2) GIU1UVy]is an (a1,a1 —1,...,0)[(0FP, 1%7, .. ,byP)-biregular graph with size
K| Lo;

Uy Vi

in Vi
neighbors of uin Vi

U2 O’o?(

a1 — j vertices

F1G. 6. An illustration for the proof of Lemma 7.2. G = (U,V,E) is an Ag|Bo-biregular graph
with U =Uy WUz and V = V1 W Va the witness partition. We partition Uy =U1 oW - WUy 4, where
for each j € [0,a1], each vertex u € Uy ; has j neighbors in V1 and (a1 — j) neighbors in Va. Similarly
we partition Uz = Uz oW - WUz 4., Vi =VioW-- W V3, and Vo =Vo oW - W V5 3,. Note: color
appears only in the online article.
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(3) GU;U V] is a (012177, ... af?)|(by,b1 — 1,...,0)-biregular graph with size
Ks|Ly;
(4) GU,UVa] is an (a3?, (az — 1)*P,...,01P)|(b57, (b — 1)*P, ..., 0%P)-biregular
graph with size Ky|Ls.
To prove (1), note that
e for each j; € [0,a1], each vertex in Uy j, has degree j; in G[U; UVi];
e for cach js € [0,b1], each vertex in V4 j, has degree js in G[U; U V).
Thus, U1 = U170 ] U171 H-- Ul,a1 and V1 = Vl,O (] V1,1 - ‘/1,[)1 is the wit-
ness partition of (0,1,...,a1)[(0,1,...,b;)-biregularity of G[U; U V;i]. Since K; =
(U0l \ULal, -+ s [Urai )y Lr = (Viol,[Vials---s[Vip,|), the subgraph G[U3 U V4]
has size Ki1|L;. The proofs of (2)—(4) are similar. This completes the proof of
Lemma 7.2. O

Next, we will show Lemma 7.3 which deals with the if direction of Theorem 7.1.

LEMMA 7.3. For all size vectors K; € N+l Ky, € N+l [, € N+l gnd
Lo € N%2+1_if there are

(1) a (0,1,...,a1)|(0,1,...,by)-bireqular graph with size K1|L;

(2) a (al,al 1,...,0)[(0FP 172 .. b P)-biregular graph with size Ky|Lo;

(3) a (O*p 147 afP)|(by, by —1,...,0)-biregular graph with size Ka|Ly;

(4) an (a3 ,(azg—l)‘*‘p7 0P |(BP (e —1) TP, ... 0FP)-biregular graph with size

K| Ly,

then there is an Ag|Bo-biregular graph with size (M, Ms)|(N1,N3), where M; =
IKT ||, Mo =||KS||, N1 =||L{ |, and Ny =||L3 ]

Proof. Let K1 (K1 Os--- Kl’al)ENal—H, KQZ(KQ’O,...,KQ,GQ)ENCL2+1, zq:
(L10y---yL1p,) ENOFL Lo = (Lag,...,Layp,) € NP2FL Let Uy, Us, Vi, Va be pairwise
disjoint sets of elements such that

il =Tl |Uel=lK3 0, Wal=ILElL Vel= L3

We partition Uy, Us, Vi, Vs as follows:

U= Ups Uil g, where (|Uyol,|Ural,---,|Uta,|) =K1,
Upi= U g WUz W WUy ,,, where (|Ua |, |Uz1],.- -, |Uz,4,]) = Ko,
Vii= Vipw VW WV, where ([Viol, [Vials- o, [Vip, ) = L,
Vo= VooWUs1W--- W Vo, where (|Vaol,|Uz1],-- -, Vap,|) = La.

Suppose we have biregular graphs Hi, Hs, Hs, Hy, as stated in the hypotheses
(1)-(4): o
Hy is a (0,1,...,a1)|(0,1,...,by)-biregular graph with size K7 |Ly;
Hyis an (a1,a1—1,...,0)[(07?,1%7 ... b P)-biregular graph with size K|Lo;
Hsis a (017,177, ... a3?)|(b1,b; — 1...,0)-biregular graph with size Ko|Ly;
Hy is an (a3?, (ag — 1)TP...,0%P)|(b37, (by — 1)*P, ..., 07P)-biregular graph
with size Kgl.ig.
We will combine all these graphs Hy, Ha, H3, Hy into one Ag|Bp-biregular graph G
with size (My, M2)|(N1,N2). See Figure 7 for an illustration. First, we make some
observations.

e Note that H; is a (0,1,...,a1)|(0,1,...,b;)-biregular graph with size K;|L;,
matching the sizes of U; and V;. So we may assume that U; is the set of
vertices on the left-hand side, V7 is the set of vertices on the right-hand side.
We can also assume that Uy =U; WU (W0 Uy 4, and Vi =V g8 V] 18-
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Fic. 7. An illustration for the proof of Lemma 7.3. The graph Hi contains only edges between

the vertices in Uy and V1. The graph Ho contains only edges between the vertices in Uy and Va. The
graph H3 contains only edges between the vertices in Uz and V1. The graph H4 contains only edges
between the vertices in Uz and Va. Thus, the sets of edges in Hi,Ha, H3, Hy are pairwise disjoint.
The graph G obtained by combining all four of them is an Ag|Bo-biregular graph.

WV s, is the witness partition for (0,1,...,a1)[(0,1,...,b1)-biregularity of Hj.
Thus Hy = (U1, V1, R1), where R; is the set of edges.

In a similar manner, since Hy is an (aj,a; — 1,...,0)[(07?,1+7 ... bSP)-
biregular graph with size K;|Lz, we may assume that U; is the set of vertices
on the left-hand side, V5 is the set of vertices on the right-hand side, and that
U, = Ul,O (] U1,1 [N U17a1 and V5 = V270 ] V271 H--- ‘/2,1,2 is the witness
partition of (aj,a; — 1,...,0)|(0T?, 117 ... bSP)-biregularity of Hy.

We can thus write Ho = (Uy, Va2, Ra), where Rs is the set of edges. Note that
R, and Ry are disjoint since Ry contains only edges between vertices in U;
and vertices in V;, whereas Ry contains only edges between vertices in Uy
and vertices in V5.

Analogously to what we observed about Ha, since Hs is a (017,177, ... a3 ?)|
(b1,b1 —1,...,0)-biregular graph with size K3|L;, we may assume that Us is
the set of vertices on the left side, V7 is the set of vertices on the right side,
and that U2 = U2,0 ] U271 .- U27a2 and ‘/1 = Vl,O (] ‘/1,1 W Vl,b1 is the
witness partition of (072, 1%7 ... a3?)|(b1,b1 — 1,...,0)-biregularity of Hs.
We write H3 = (Us, V1, R3), where Rj is the set of edges and again note that
R1, R, R3 are pairwise disjoint.

Finally, since Hy is an (ag?,(ag — 1)TP...,0%P) (37, (by — 1)*P,...,07P)-
biregular graph with size I_(Q\Eg, we may assume Us is the set of vertices
on the left side, V5 is the set of vertices on the right, and that Uy = Uz o &
Up1W---WUs,q, and Vo =Vo oW Vo1 W--- W Vs, is the witness partition of
(a3®, (ag — 1), ... ,0P)|(b57, (by — 1)*P, ..., 0FP)-biregularity of Hy.

We can thus write Hy = (Us, Va, Ry4), where Ry is the set of edges and again
note that Ry, Ro, R3, Ry are pairwise disjoint.
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Let G= (U1 UU3, V3 UV, E), where E = Ry U Ry U Ry U Ry. That is, G is the graph
union of all Hy,..., Hy. In fact, GIlU3 UV4] is Hy, G[Uy U V3] is Ha, G[Ua U V4] is Hs,
and G[UQ U ‘/2] is H4.
We will prove that G is an Ag|Bp-biregular graph with size (M;, M2)|(N1, N2),
where My = |Us|, My = |Us|, Ny = |Vi|, and N2 = |V3| by showing that
(1) every vertex in U; has degree a; and every vertex in U; has degree a;p ; and
(2) every vertex in V] has degree b; and every vertex in V5 has degree b;r P,
To prove (1), note that:
e Since H; is a (0,1,...,a1)[(0,1,...,b1)-biregular graph, for every j € [0, a1],
every vertex u € Uy ; has degree j in H.
Since Hy is an (a1,a; —1,...,0)|(0TP, 117 ... bFP)-biregular graph, for every
j €10,a41], every vertex u € Uy ; has degree (a3 —j) in Hs.
Therefore, for each j € [0, a1], every vertex u € Uy ; has degree j+ (a1 —j) = a1
in the graph G.
e Similarly, since Hz is a (0t7,1%7, ... ag?)|(b1,b; — 1,...,0)-biregular graph,
for every j € [0,as], every vertex u € U, ; has degree j7 in Hj.
Since Hy is an (aj?, (ag — 1)™P...,01P)|(b37, (by — 1)*P ..., 01P)-biregular
graph, for every j € [0, az], every vertex u € U, ; has degree (ag — 7)™ in Hy.
Therefore, for every j € [0,az], each vertex u € Us ; has degree j4? + (as —
§)t? =a3? in the graph G.
The proof of (2) is similar. |

7.2. The general reduction from nonsimple to simple. We now give the
general process which makes use of the idea above. In this section we will deal directly
with complete biregular graphs. Let A € Nz_xpm and B € NZ_XP" be arbitrary degree
matrices. We will show that every complete A|B-biregular graph can be decomposed
into a collection of complete simple biregular graphs.

The idea is similar to the one in subsection 7.1. Let G = (U,V, Ey,...,F;) be a
complete A|B-biregular graph. We let ¢ be the maximal (finite) offset found in A
and B. For each color ¢ € [t], we call a vertex v an E;-neighbor of a vertex w, if v is
adjacent to u via an F;-edge.

Suppose U = U1 W--- WU, and V = V3 W --- WV, is the witness partition of
A|B-biregularity of G. For each j € [m], we further partition each Uj,

Uj = Ujg 88U,

where g1,...,gx : [t] X [n] = {0,1,...,¢,0"P 1P ... ¢*P} are functions and for each
color ¢ € [t], for each ¢ € [k], each vertex u € Uj 4, has g¢(i,1) E;-neighbors in the
set V1, g¢(4,2) E;-neighbors in the set Vo, and so on to g¢(i,n) E;-neighbors in the
set V,,. See Figure 8.9 To ensure that each vertex in U; has E;-degree A, ; for every
color i € [t], we require that g¢(i,1) + ---+ ge(i,n) = A; ;. Note that if A; ; is a fixed
entry, then all g¢(¢,1),...,9¢(i,n) are fixed entries. If A; ; is a periodic entry, then all
9e(3,1),...,ge(i,n) are periodic entries.
In the same way, for each j’ € [n], we further partition each set Vj,

Vie = Vi W8 Vi,

where hq,...,hy: [t] x [m] = {0,1,...,¢,0"?, 1P ... ¢*P} are functions and for each
color i € [t], for each ¢ € [k], every vertex u € Vjs 3, has hy(i,1) E;-neighbors in the set

9The partitioning of U; into Uj g, W -+ W Uj g, is similar to how we partition the set U; =
Ui,0W--- WUy, in Lemma 7.2 where for each j € [0,a1], each vertex in Uy ; has j neighbors in the
set V1 and (a1 — j) neighbors in the set Va.
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Uy

NG gk (i, 1) vertices

Fi1G. 8. Suppose G is an A|B-biregular graph with U =U1 W - - W Up and V=V - Vi,
being the witness partition. We partition U; according to the functions g1,...,9x : [t] X [n] —
{0,1...,¢,01P 1+P ... qtP}, where for each £ € [k], each vertez in Uj,g, has ge(i,1) E;-neighbors
in Vi, ge(i,2) E;-neighbors in Va, and so on to ge(i,n) E;-neighbors in V. Note: color appears only
in the online article.

Ui, he(i,2) E;-neighbors in the set Us, and so on to h(i,m) F;-neighbors in the set
Up.

We will show that every complete A|B-biregular graph G with witness partition
U=U,W---wU, and V =V, W--- WV, can be decomposed into complete simple
biregular graphs in the sense that for each j € [m] and each j' € [n], the induced
subgraph G[U; U Vj/] is a complete simple biregular graph with witness partition
Ui =Ujg WU, and Vy = Vyp, W& Vjy, . Such decomposition is also
sufficient to capture all possible complete A|B-biregular graphs. We will formalize
this idea in the next paragraphs.

We first need some terminology.

DEFINITION 7.4. For each j € [m], we define a behavior function of column j in
A to be a function g:[t] x [n] —{0,1,...,q,0™P, 17P ... ¢™P} such that
g(l’l) + "'+9(1,7’L)

L] A*yj = . 5

g(t71) +""i’g(tan)
e for each color i € [t], if A;; is a fized entry, then ¢(i,1),...,9(i,n) are all
fized entries;
e for each color i € [t], if A, ; is a periodic entry, then g(i,1),...,9(i,n) are all
periodic entries.

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 11/10/25 to 86.3.37.138 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

TWO VARIABLE LOGIC WITH U.P. COUNTING 929

In a similar manner for each j' € [n], we define a behavior function of column j' in
B to be a function h:[t] x [m] —{0,1,...,q,0"P, 1P ... ¢™P} such that

h(1,1) + -+ h(1,m)

° B*)j/ = . 5

h(t,1) 4 ---+ h(t,m)
e for each color i € [t], if B, j» is a fized entry, then h(i,1),...,h(i,n) are all
fixed entries;
e for each color i € [t], if B; j; is a periodic entry, then h(i,1),...,h(i,n) are
all periodic entries.

For each j € [m], let g;1,...,9;, enumerate all behavior functions of column j
in A. Similarly, for each j' € [n], let hj 1,..., ;s enumerate all behavior functions
of column ;' in B. Note that we assume that the number of behavior functions of
column j in A is the same as the number of behavior functions of column j in B for
every j € [m] and every j' € [n]. This is because we may “repeat” the same behavior
function a few times in the enumeration g;1,...,g;% and hj 1,...,hj .

For each j € [m], for each j’ € [n], define the matrices C; ;; and D; j::

9j,1(179:/) gj,2(17.7:/) gj,k(lyj:/)

95,1(2,7") 952(2,5") - gik(2,57)
Cjjri= : : . :

9i1(t.J")  gi2(t,3") - gkt g)

and

hira(L,7) hyra(1,5) hjr (1,9

hjr1(2,5)  hj2(2,7) hj 1(2,7)
Dj = : : :

hja(t,g)  hyeo(td) - hyk(t,g)

Note that for each color i € [t], if A; ; is a fixed entry, the values g;¢(4,1),...,g;.¢(%,n)
are all fixed for each ¢ € [k]. Hence all the values g;1(¢,7),...,9;k(i,j') are fixed,
i.e., row 4 in C ; contains only fixed entries. Similarly, if A, ; is a periodic entry,
the values g; ¢(¢,1),...,g;.¢(i,n) are all periodic for every ¢ € [k]. Hence all the values
9j.1(t,5")s...,95k(4,7") are periodic, i.e., row i in Cj ;; contains only periodic entries.
Therefore for each j € [m] and every j' € [n] C; ;- is a simple matrix. In a similar
manner, we can argue that each D; ;. is a simple matrix.

We will show that every complete A|B-biregular graph can be decomposed into
complete Cj j/|D; j-biregular graphs for every j € [m] and every j' € [n], as stated
formally in Lemma 7.5.

LEMMA 7.5. For every pair of size vectors M € N™ and N € N", the statements
(a) and (b) are equivalent.

(a) There is a complete A|B-biregular graph with size M|N.

(b) There are size vectors Ky,..., Ky, L1, ..., L, € N¥ such that

M=(K{|,....IK5l)  and  N=(ILT],..., I L5 ])

and for every j € [m] and for every j' € [n], there is a complete Cj j/|Dj ji-
biregular graph with size K;|Lj.
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The proof is a routine adaptation of Lemma 7.1, hence we omit the details. We
describe here the main intuition. For (a) implies (b), suppose G = (U,V, E1, ..., Ey)
is a complete A|B-biregular graph with size M|N. Let U=U; W--- WU, and V =
ViW--- WV, be the witness partition. For every j € [m], for every j' € [n], we can
show that each induced subgraph G[U;UV}/] is a complete C; ;| D, j-biregular graph
with witness partition Uj = Uj g, W+ W Uj,, and Vi = Vyrp, W W Vjr pp, . where
Kj= (‘Ujmh |7 Tt |Uj7gk |) and Lj = (|Vj',j¢1 |’ s ’JV"ij |) _

Conversely, for (b) implies (a), let K1, ..., K, L1,..., L, € N* be such that

M=(|K,....IK5l)  and N =(ILT],-... | Lz ]D)-

Suppose for every j € [m] and for every j' € [n], there is a complete C;;/|D; j-
biregular graph G ;j with size f(j|f/j/. Due to the matching sizes, we can assume
that the set of vertices on the left-hand side of G ; is U; and the set of vertices on
the right-hand side of G; i is Vj/, where |U;| = | K7 || and V| = ||E;‘F,H Taking the
disjoint union of all the graphs Gy 1 U--- UG, », we obtain a complete A|B-biregular
graph G with size M|N.

Using Lemma 7.5, we can now define the formula c-bireg 4 5(Z, ) as required in
Theorem 3.2. We first explain the variables of the formula.

e For every j € [m], for every behavior function g of column j in A, we have a
variable X; ,. Let X; = (X, 4,,---,Xj.g.), Where g1, ..., g are all the behavior
functions of column j in A.

e Similarly, for every j' € [n], for every behavior function h of column j' in B,
we have a variable Yj: . Let er = (Y hys-oos Yy ny), Where by, ... hy are all
the behavior functions of column j' in B.

Consider the formula c-bireg 4 5(7,):

(7.1) 3X1---3X,, IV1--3Y, 2=(IX] [, X0 A g= (Y (- 101D
(7.2) A /\ /\ c—biregcjﬁj,wjyj,(Xj,Yj/).
J€lm] j'€[n]

Note that Cj j» and D; ;s are simple matrices and the formula c-biregc. |, p. , (X;,Y;)
is as defined in (6.4).

We show that the formula c—biregA‘B(:E,y) is correct, i.e., it captures all possible
sizes of complete A|B-biregular graphs, as stated formally in Theorem 7.6.

THEOREM 7.6. For every pair of degree matrices A and B, for every pair of size
vectors M and N, the formula c—biregAlB(M,N) holds in N if and only if there is a
complete A|B-biregular graph with size M|N.

The proof follows directly from Lemmas 7.5 and 6.3.

7.3. Proof of Theorem 3.3: Construction of the Presburger formula for
complete regular digraphs. In section 7.2 we showed that given arbitrary degree
matrices A and B, we can construct a Presburger formula that captures precisely the
sizes of complete A|B-biregular graphs. The construction proceeds by reducing A and
B into a collection of simple matrices. The proof for the digraph case is very similar
to the biregular case. As in the 1-color case from subsection 4.2, the existence of A|B-
regular digraphs with size M can be reduced to the existence of A|B-biregular graphs
with size M|M. Indeed, an A|B-regular digraph G with size M can be encoded as
an A|B-biregular graph G’ with size M|M by splitting each vertex w in G into two
vertices u and v in G’, where u is adjacent to all the outgoing edges and v to all the
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incoming edges. Thus, G’ is a bipartite graph where the vertices on the left-hand side
in G’ are all the vertices with the outgoing edges and the vertices on the right-hand
side are all the vertices with the incoming edges; see Figure 5 for an illustration.

The construction of the desired formula c-reg, 5(Z) that captures all possible
sizes of a complete A|B-regular digraph can be done similarly to the one for complete
biregular graphs. First, we construct a formula c-reg 4 5(Z) when A and B are simple
matrices, which is similar to section 6. The reduction from nonsimple matrices to
simple matrices is similar to the one in section 7.2. We omit the details, since they
are just a routine adaptation of the ones in sections 6 and 7.2.

8. Complexity of the decision procedures. We now analyze the complexity
for each of the problems studied earlier. We begin with the biregular graph problems.
We will then turn to the combined complexity of the decision procedure for the logic.
Finally, we consider the complexity of the decision procedure for the logic when we fix
a formula and vary its conjunction with a collection of ground facts—data complexity.

8.1. Complexity of the graph analysis. In this section we state the refined
versions of the main results concerning biregular graph and digraph problems, now
with complexity upper bounds. We do not have nontrivial lower bounds for these
problems. As before, we only deal with the finite satisfiability. The analysis of general
satisfiability can be found in the appendix.

LEMMA 8.1. There is a nondeterministic Turing machine M that does the fol-
lowing: on input degree matrices A € Nﬁrxpm and B € NiLXp”, on every run r of M, it
outputs an existential Presburger formula o-(Z,y) such that

e cach . (Z,y) is of the form 3z ¢, (Z, 7, Z), where each ¢.(T,Y,Z) is a conjunc-
tion of O(mnt*6(A, B)*) linear (in)equations; and

e for every (M,N) € N™ x N", there is a complete A|B-bireqular graph with
size M|N if and only if there is a run v of M such that ¢,.(M,N) holds in

Moreover, M runs in time exponential in the size of A and B, where the coefficients
of the input degree matrices and the output formula @, are in binary.

Proof. For arbitrary degree matrices A € Ntxm and B € Ni_xpn, recall the formula
c-bireg 4 5(7,9) defined in (7.1),

3Xy 3K, Y, = (1X] ] IXGD A g= YL YD
A /\ /\ c-birege, ,p, , (X;,Yj1),
J€lm] j'€ln]

where all C; ; and D; j are simple matrices with ¢ rows. Note that each variable in
each X; is of the form X 4, where j € [m] and g: [t] x [n] = {0,...,¢,07P ... ¢"P} is
a function and ¢ is the maximal finite offset in A and B. Hence the number of bits to
encode each X ; is polynomial in the length of A and B. Similarly for each variable
in each }7/

By Remark 6.4, each c- blregc 1D ,(X;,Yj) is a disjunction of conjunctions of
O(t*5(A, B)*) (in)equations. Thus the formula c-bireg 4 5(Z,7) is a disjunction of
conjunctions of O(mnt*§(A, B)*) (m)equatlom

The desired Non-Deterministic Turing machine (NTM) M works as follows. On
input A and B, it constructs the formula c-bireg Al 5(Z,7), where on each disjunction,
it guesses which disjunct should hold. It outputs the constructed formula, which is a
conjunction of O(mnt*§(A, B)*) (in)equations and all the variables that are not in Z
and g are existentially quantified.
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This by itself, of course, does not guarantee that the running time is only expo-
nential, since the number of variables in the system may be more than exponential.
Here we invoke results in [6, 12], which state that if a system of linear equations has
a solution, it has a solution in which the number of variables taking nonzero values
is bounded by a polynomial in the number of equations and in the length of the
binary representation of the coefficients in the system.'® Thus, when our algorithm
constructs the formula c-biregy 5(T,7), it also guesses the variables that take non-
zero values, and ignores the remaining variables. Finally, applying Theorem 2.1, our
decision procedure runs in (nondeterministic) exponential time. |

Lemma 8.2 is the directed graph analogue of Lemma 8.1, and the proof is similar.

LEMMA 8.2. There is a nondeterministic Turing machine M that does the fol-
lowing: on input degree matrices A € Nj_xpm and B € Nixpm, on every run r of M, it
outputs an ezistential Presburger formula ¢, (Z) such that

e cach ¢, (Z) is of the form 3z ¢,.(Z,Z), where each ¢.(Z,Z) is a conjunction of
O(m?t*§(A, B)*) linear (in)equations; and
e for every M € N™ there is a complete A|B-regular digraph with size M if
and only if there is a run r of M such that @,.(M) holds in N
Moreover, M runs in time exponential in the size of A and B, where the coefficients

of the input degree matrices and the output formula @, are in binary.

8.2. 2-NEXPTIME algorithm for the finite satisfiability of FO% ... We
now give an analysis of the complexity of the decision procedure for our logic, based
on the analysis of the complexity of the corresponding graph problems.

Recall that II and £ denote the set of 1- and 2-types, respectively. For finite
satisfiability, a behavior function is a function g: {out,in} x €& x II - N, where the
codomain is {0,...,q,077 ... ¢™P} and q is the maximal offset in the u.p.s. S;’s. So,
the total number of behavior functions is

m = (2q+2)2tn _ 22tn10g(2q+2)7
where t = |€| and n = |II].

We enumerate all behavior functions gi,...,¢9, and all 1-types 7,...,m,. The
Presburger sentence PRES is of the form

PRES, := 3X consistent;(X) A consistents(X) A \/ Xirign 701,
i€[n], j€[m]
where X is a vector of variables (X(r1,91)> X(mr,g2)s -3 X(mtmogm) )

The formula consistent; (X) is

consistent; (X) := /\ Xrg=0 A /\ Xrg=0
7 is incompatible, geg (m,9)€EH
A /\ X, 4=0,

g is not a good function, w€Il

10For example, Corollary 5 in [12] states that if a system AZ = b has a solution in N, then it
has a solution Z such that the number of variables taking nonzero values is at most 2(d + 1)(log(d +
1) + s + 2), where d is the number of rows of A and s is the largest size of a coefficient in A and b
(in binary representation).
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where H is the set of all incompatible (, g). Checking whether 7 and (7, g) are com-
patible/incompatible and whether g is a good function can be done in deterministic
exponential time. So, this formula is negligible in our analysis.

Recall that for a 1-type m, X, denotes the tuple of variables (X, g,,..., Xr.4..)
The formula consistenty is defined as

consistenty (X)) := /\ cregMquM.n(X A /\ c—birengj|L5rg_v()7(m,X,rj),
1<ign 1<i<jgsn '

where
o M2" and M are matrices with size ¢ x m, and
° L,T and Lrev are matrices with size 2t x m.
Recall that t and m are the number of 2-types and behavior functions, respectively.
Using the Turing machine in Lemmas 8.1 and 8.2, the decision procedure can
guess a formula consistenty(Z) where the total number of (in)equations is

(8.1) O(n*m2t*5(A, B)*) = O(2%nlos2a+2)p 24454, B)?),

where ¢ and n are the numbers of 2-types and 1-types, respectively. That is, the
number of (in)equations is doubly exponential in the size of the input formula.

The Turing machines in Lemmas 8.1 and 8.2 run in time exponential in the
size of each Mout|Mln and L, [L;¥ which, in turn, is exponential in the size of the
input formula. So, altogether our decision procedure takes doubly exponential time to
construct consistenty(X). Applying Theorem 2.1, it runs in (nondeterministic) doubly
exponential time.

Note that here we also invoke results in [6, 12]. Since the number of (in)equations
in consistents(X) is only doubly exponential, if it has a solution, it has a solution in
which the number of variables taking nonzero values is at most doubly exponential.
Thus, the decision procedure also guesses the variables that take nonzero values, and
ignores the remaining variables.

Thus, we have the 2-NEXPTIME upper bound for the finite satisfiability of
FOP s, as stated formally as Theorem 8.3.

THEOREM 8.3. The finite satisfiability of FO%,,, is in 2-NEXPTIME.

8.3. 2-NEXPTIME algorithm for the general satisfiability of FO%,...
In this subsection we will briefly explain that the same upper bound also holds for
the general satisfiability of FO% ... First, we have the following lemma which is the
analogue of Lemma 8.1 for the general case.

LEMMA 8.4. There is a nondeterministic Turing machine M that does the fol-
lowing: on input of degree matrices A € N’;:’Tp and B € Ngﬁp, on every run r of M,
it outputs an existential Presburger formula . (Z,y) such that

o cach ©.(Z,7) is of the form 3z &, (Z, 7, Z), where each ¢,.(Z,7,Z) is a conjunc-
tion of O(mn2't*5(A, B)*) linear (in)equations; and
e for every (M,N) € N x N there is complete A|B-bireqular graph with size
M|N if and only if there is a run r of M such that o,(M,N) holds in Ny.
Moreover, M runs in time exponential in the size of A and B, where the coefficients
of the input degree matrices and the output formula @, are in binary.

Note the additional factor 2! in the number of linear (in)equations which is in-
curred in the construction of the formula c-bireg 4 5(Z, ) when A and B are simple
matrices and may contain oo entries. The detailed analysis can be found in the ap-
pendix. The directed graph analogue is stated as Lemma 8.5.
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LEMMA 8.5. There is a nondeterministic Turing machine M that does the fol-

lowing: on input of degree matrices A € N’;:zfp and BENX™ on every run r of M,

0, s
it outputs an existential Presburger formula o, (Z) such that+p
e cach . (Z) is of the form 3z $,.(Z,Z), where each §,.(Z,Z) is a conjunction of
O(m?21t45( A, B)*) linear (in)equations; and
e for every M € N there is a complete A|B-regular digraph with size M if
and only if there is a run r of M such that @, (M) holds in Nx.
Moreover, M runs in time exponential in the size of A and B, where the coefficients

of the input degree matrices and the output formula @, are in binary.

Another difference between the procedures for the finite and general satisfiabil-
ity of FOp,.s is that the codomain of a behavior function for the general case is
{0,0,...,q,0"P ... qTP}, where ¢ is the maximal (non-co) offset in the u.p.s. S;’s.
Then, the total number of behavior functions becomes

m = (2q+3)2tn _ 22tn10g(2q+3)’

where ¢ is the number of all 2-types and n is the number of all 1-types.

Similarly to the finite case, using the Turing machine in Lemmas 8.4 and 8.5,
the decision procedure can guess a formula consistents(Z) where the total number of
(in)equations is

(8.2) O(n*m?2"t*5(A, B)*) = 024 osCatd)n2¢is(A, B)Y),

where ¢ and n are the numbers of 2-types and 1-types, respectively. That is, the
number of (in)equations is still doubly exponential in the size of the input formula.
Using the algorithm in Theorem 2.1, the 2-NEXPTIME upper bound also holds for
the general satisfiability of FO%res, as stated formally as Theorem 8.6.

THEOREM 8.6. The general satisfiability of FO%... is in 2-NEXPTIME.

Pres

8.4. Data complexity of FO3, , formulas. We now turn to families of formu-
las of the form ¢ A A\, D, where ¢ is in the logic and the set D ranges over a finite
collection of facts. We say that ¢ has NP data complezity of (finite) satisfiability if
there is a nondeterministic algorithm that takes as input a finite set of ground atoms
D and determines whether ¢ A A, D is satisfiable, running in time polynomial in
cardinality of D.

Pratt-Hartmann [27] showed that C? formulas have NP data complexity of both
satisfiability and finite satisfiability. Following the general approach to data complex-
ity from [27], while plugging in our Presburger characterization of FO%res7 we can
show that the same data complexity bound holds for FO%res.

THEOREM 8.7. FO%res formulas have NP data complexity of satisfiability and
finite satisfiability.

Proof. We give only the proof for finite satisfiability. We will follow closely the
approach used for C? in section 4 of [27], and the terminology we use below comes
from that work. We fix the FOp, . sentence ¢ in the form 3.1.

Given a set of facts D, our algorithm guesses a set of facts (including equalities)
on elements of D, giving us a finite set of facts DT extending D, but with the same
domain as D. We check that our guess is consistent with the universal part a and
such that equality satisfies the usual transitivity and congruence rules.

Now consider 1-types and 2-types with an additional predicate Observable. Based
on this extended language, we consider good functions as before, and define the for-
mulas consistent; and consistents based on them. 1-types that contain the predicate
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Observable will be referred to as observable 1-types. The restriction of a behavior
function to observable 1-types will be called an observable behavior. Given a struc-
ture M, an observable one-type m, and an observable behavior function gg, we let
My 4, be the elements of M having 1-type 7™ and observable behavior g, and we
analogously let Dy 4, be the elements of D whose 1-type and behavior in D match
m and go.

We declare that all elements in D are in the predicate Observable. We add ad-
ditional conjuncts to the formulas consistent; and consistents stating that for each
observable 1-type 7w and for each observable behavior function gg, the total sum of
the number of elements with 1-type 7 and a behavior function g extending go (i.e.,
the cardinality of M g,) is the same as |Dy 4,|. Here the cardinality is being counted
modulo equalities of D.

At this point, our algorithm returns true exactly when the sentence obtained by
existentially quantifying this extended set of conjuncts is satisfiable in the integers.
The solving procedure is certainly in NP. In fact, since the number of variables is
fixed, with only the constants varying, it is in PTIME [24].

We argue for correctness, focusing on the proof that when the algorithm returns
true we have the desired model. Assuming the constraints above are satisfied, we get
a graph, and from the graph we get a model M. M will clearly satisfy ¢, but its
domain does not contain the domain of D. Letting O be the elements of M satisfying
Observable, we know, from the additional constraints imposed, that the cardinality
of O matches the cardinality of the domain of D modulo the equalities in D*, and for
ecach observable 1-type 7, and observable behavior go, | Mz, g,| = |Dr,go |-

Fix an isomorphism A taking each My 4, to (equality classes of) D 4, . Create
M’ by redefining M on O by connecting pairs (01,02) via a 2-type p exactly when
A(01),A(02) are connected via p in DT. We can thus identify O with DT modulo
equalities in M.

Clearly M’ now satisfies the facts in D. To see that M’ satisfies ¢, we simply note
that since all of the observable behaviors are unchanged in moving from an element
e in M to the corresponding element A(e) in M’, and every such e modified has an
observable type, it follows that the behavior of every element in M is unchanged in
moving from M to M’. Since the 1-types are also unchanged, M’ satisfies ¢. ]

Note that the data complexity result here is best possible, since even for FO? the
data complexity can be NP-hard [27].

9. The spectrum problem. As mentioned in the introduction, our Presburger
definability result gives additional information about models of FO3 . sentences, al-
lowing us to characterize the sets that can occur as cardinalities of models. Recall
from the introduction that the spectrum of a sentence ¢ in any logic is the set of
cardinalities of finite models of ¢. We now use the prior tools to characterize the
spectra for FOp . sentences.

THEOREM 9.1. From an FO%,reS sentence ¢, we can effectively construct a Pres-
burger formula 1(n) such that N = 1(n) exactly when n is the size of a finite structure
that satisfies ¢, and similarly a formula Yoo (n) such that Noo E o (n) exactly when
n is the size of a finite or countably infinite model of ¢.

Proof. A type/behavior profile for a model A is the vector of cardinalities of the
sets A 4, where 7 ranges of 1-types and g over behavior functions (for a fixed ¢).
Recall that in the proof of Theorem 3.6 we actually showed, in Lemmas 3.11 and 3.12,
that we can construct existential Presburger formulas which define exactly the vectors
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of integers that arise as the type/behavior profiles of models of ¢. The domain of the
model can be broken up as a disjoint union of sets A, 4, and thus its cardinality is a
sum of numbers in this vector. We can thus add one additional integer variable xyota|
in PRES,, which will be free, with an additional equation stating that i is the
sum of all X 4’s. This allows us to conclude definability of the spectrum. ]

10. Related work. The biregular graph method was introduced and applied
to C? in [19]. The case of l-color is characterized by a Presburger formula that
just expresses the equality of the number of edges calculated from either side of the
bipartite graph. The nontrivial direction of correctness is shown via distributing
edges and then merging. The case of fixed degree and multiple colors is done via an
induction, using merging and then swapping to eliminate parallel edges. The case of
unfixed degree is handled using a case analysis depending on whether sizes are big
enough, but the approach is different from the one we apply here based on simple
matrices followed by a reduction from nonsimple to simple.

Note that a more restricted version of the method is used to prove the decidability
of FO? extended with two equivalence relations [18].

This work can be seen as a demonstration of the power of the biregular graph
method to get new decidability results. We make heavy use of both techniques and
results in [19], adapting them to the richer logic. The additional expressiveness of
the logic requires the introduction of additional inductive arguments to handle the
interaction of ordinary counting quantifiers and modulo counting quantification.

An alternative to the biregular graph method is the machinery developed by Pratt-
Hartmann for analyzing the decidability and complexity of C? [25, 28], its fragments
[26], and its extensions [29, 7]. It is clear that the approaches are closely related,
despite the differing terminology. In [28] binary relationships that are tied to fixed
numerical bounds are associated with “feature functions,” while relationships that are
not constrained realize “silent 2-types.” At this point we cannot provide a more precise
mapping, nor can we say whether it would be possible to extend the approach of [25]
to our logic. An advantage of the biregular graph method is that it is transparent
in how to extract more information about the shape of witness structures. While we
imagine that results on spectra of formulas can be shown via either method, with an
understanding of biregular graph problems related to a logic in hand, it is completely
straightforward to draw conclusions about the spectrum. From an expository point
of view, the biregular graph approach has the advantage that one deals with the
combinatorics of the underlying problems with the logic abstracted away early on.
But admittedly, the current arguments are complex in both approaches.

Characterizing the spectrum for general first-order formulas is quite a difficult
problem, with ties to major open questions in complexity theory [11]. There are
other logics, incomparable in expressiveness with FO3 .., where periodicity of the
spectrum has been proven [17]. The arguments have a different feel, since in these
logics one can reduce to reasoning about forests.

The paper [4] shows decidability for a logic with incomparable expressiveness: the
quantification allows a more powerful quantitative comparison, but must be guarded—
restricting the counts only of sets of elements that are adjacent to a given element.
Counting extensions of 1-variable logics are studied in [2].

11. Conclusion. We have shown the Presburger definability of the solution set
to certain graph problems. Using this, we show that we can extend the powerful
language two-variable logic with counting to include ultimately periodic counting
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quantifiers without sacrificing decidability, and without losing the effective definability
of the spectrum of formulas within Presburger arithmetic.

A number of complexity questions are left open by our work. We have obtained
a 2NEXPTIME bound on complexity of deciding satisfiability of the logic. However
the only lower bound we know of is NEXPTIME, inherited from FO?.

A natural question left open by our work is the connection with other extensions
of two-variable logic with counting. It has been shown that two-variable logic with
counting remains decidable in the presence of a linear order [8]. It has also been
shown that decidability is maintained when one of the relations is restricted to be
an equivalence relation [29]. One would like to know if there is a common decidable
extension of our logic and one of (or, ideally, both of) these logics.

We also leave open a number of other complexity questions for biregular graph
analysis problems. In particular, the line between PTIME and NP for the membership
problem of subsection 3.1 (with cardinalities in unary) is open.

Appendix A. Scott normal form. In this appendix we prove that every FO%reS
formula can be converted into the normal form used in the body of the paper,

k
vavy a(z,y) A N\ Ve3Ty Bi(z,y) Aafy,

i=1

where «a(z,y) is a quantifier-free formula, each ;(z,y) is an atomic formula, and each
S; is a u.p.s. Moreover, the conversion preserves the satisfiability and the spectra of
FO32_.. sentences.

We will first give a couple of lemmas.

LEMMA A.l. Let S C Ny, where 0¢ S and let g be a unary predicate. Let ¢(x,y)
be a formula with free variables x and y. The sentence W1 that is defined as

U= Ve (q(z) = 3%y o(z.y))
is equivalent to the sentence Vo that is defined as
Wy = Vo 3V (g(x) Ag(z,y)) A Vo ="y (g(z) = é(z,y)).

Proof. Tt is worth noting that ¢(z) A ¢(z,y) is equivalent to (q(z) = ¢(x,y)) A
(ma(x) = 1).
Let A be a structure. For an element a € A, define W, 4(5,,) as follows:

Wapwy = {0 Al (A z/a,y/b) = o(x,y)};

that is, Wy 4(a,y) is the set of elements that can be assigned to y so that ¢(z,y) holds,
when z is assigned with element a.
Suppose A |=U;. So, for every a € ¢*, |[W, 4| € S. Thus we have

(A1) A, z/al=3 q(z) = d(z,y) and A z/al=3% q(z) A o(x,y).
For every a ¢ ¢?, the following holds:
(A2) A zfatz3y q(z) = d(z,y) and A x/al=Py @) A d(x.y).

Combining (A.1) and (A.2), we have A= U,.
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For the other direction, suppose A = Wy, Since A | Vo IOy (g(z) A
¢(x,y)), for every a € A, either Wy gz = 0 or Wy g0| € S. Since A |=
Vo N0ty (¢(x) = ¢(z,y)), the following holds, for every a € g*:

|Wa,¢(x,y)| 7é 0.

Thus, for every a € ¢*, (Wa,é(z,y)| €S. Therefore, A V;. d
The next lemma is proven in a similar manner.

LEMMA A.2. Let S C Ny, where 0 €S and let g be a unary predicate. Let ¢(x,y)
be a formula with free variables x and y. The sentence W1 defined as

U= Va (q(z) = 3%y ¢(z,y))

18 equivalent to the sentence ¥y defined as

Uy = Vo Iy (q(z) Ag(,y)).

Obviously, Lemmas A.1 and A.2 can be modified easily when ¢(z) is any quantifier-
free formula with free variable x.

Conversion into almost Scott normal form. We will first show how to convert an
FO32,.. sentence into an equisatisfiable sentence in almost Scott normal form:

k
(A.3) VaVy alx,y) A /\Vmﬂsiy Bi(z,y).

i=1

That is, the requirement = # y is dropped for 3;(z,y) to hold. In fact, we get more
than equisatisfiability: each model of our sentence can be expanded to a model of
the normal form. This will be important for our result about the spectrum. In the
remainder of this section we omit similar statements for brevity.

The conversion is a rather standard renaming technique from two-variable logic.
Let ¥ be an FOp, . sentence. We first assume that ¥ does not contain any subformula
of the form Vz ¢, by rewriting thit em into the form 3%z —.

Whenever there is a subformula () in ¥ of the form 3%y ¢(z,y), where ¢(z,v)
is quantifier free and S is a u.p.s., we perform a transformation. Let ¢ be a fresh
unary predicate, and replace the subformula ¢ (z) in ¥ with atomic ¢(x), and add a
sentence which states that ¢(z) is equivalent to ¥ (z):

Vz (q(z) © ¢(@))
which is equivalent to
v (q(z) = 3%y o(z,y)) A Vo (mg(@) - 3"y é(z,y))

which, in turn, by Lemmas A.1 and A.2, can be converted into sentences of the form
(A.3). We iterate this procedure until ¥ is in the almost Scott normal form described
above.

Conversion into Scott normal form in (3.1). Now we provide the conversion from
almost Scott normal form into Scott normal form. Note that

v23%y B(z,y)
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is equivalent to

Va(-B(z,2) — Iy Ba,y) Ax#y) A Vo(B(z,z) — Iy Bz,y) Az #y),

where S — 1 denotes the set {i —1|i€ S}.
Applying Lemmas A.1 and A.2, a sentence of form (A.3) can be converted into
an equisatisfiable sentence of the form

k

Vavy a(z,y) A \V23Sy Bi(x,y) Aa#y,
=1

where each (;(z,y) is quantifier free. To make it into Scott normal form, we introduce
a new predicate 7;(z,y), for each 1 <4 <k, and rewrite the sentence as follows:

k k
Vavy (a(xvy)A_/\(%(af?y)<—>ﬂz‘(x7y))> A N\ Va3 yi(e,y) Az .

=1

The conversion described above takes O(Cn) time, where n is the length of the
original FO3, . sentence and the factor C' is the complexity of computing the com-
plement N, — S of a u.p.s. S, which of course, depends on the representation of a
u.p.s. However, we should note that the number of new atomic predicates introduced
is linear in n.

Appendix B. The extension of section 4, the 1-color case, to handle
infinite graphs. In this appendix we will extend the formulas in section 4 to handle
all possible (finite and infinite) sizes of 1-color A|B-biregular graphs.

LEMMA B.1. For every A € Niox’}:p and B € N(l)oxip, there exists an (effectively
computable) existential Presburger formula bireg 4 5(%,y) such that for every (M,N) e
N x N2 | the formula c — blregA|B(M N) holds in Nu if and only if there is an A|B-

biregular gmph with size M|N.

B.1. Notation and terminology. We regard co as a periodic entry, since oo is
considered the same as oo™?. Intuitively, the reason is that when a vertex has degree
00, adding p (or any arbitrary number) of additional new edges adjacent to it still
make its degree co. A periodic entry which is not co is called a finite periodic entry.
We define offset(o0) to be co.

For degree vectors @ and b that contain oo entries, we write 6(@,b) to denote
the maximal finite entry in (offset(a),offset(b),p). For example, if @ = (3,00) and
b= (2%9,4), then (a,b) is the maximal finite entry in (3,00,2,4,5), which is 5. We
let per(a) denote the set of indexes j, where a; is a finite periodic entry and inf(a)
to denote the sets of indexes j, where a; = co. As before, nz(a) denotes the set of
indexes j where a; # 0.

We redefine the notion of big-enough when the degree vectors contain oo entries.

DEFINITION B.2. Let a a@dl; be degree vectors and letil\_{ and N be size vectors
with the same length as @ and b, respectively. We say that M|N is big-enough for a|b,
if each of the following holds: B
(a) maX(HMTan(a) INT | )) 20(a,b)* +1,
(b) [M7{|per(ay =0 or >d(a,b)* +1,

¢) |MT ||ty =0 or >d(a,b)
d) a
)

DN

i (@b
||]YT||per(l3):0 070)5( ’b) +1,
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B.2. The formula for the case of big-enough sizes. We consider four sce-
narios for the sizes M|N of a|b-biregular graphs:

(GS1) |7 lpera) = 15 lnta) = N7 [ perty = |87 sy = O (ice., there are only
vertices with fixed degree);

(GS2) |MT|[pex(ay # 0 and [| M7 [lint(a) = [N llper) = 1N ey =0 (i-e., there are
vertices with finite periodic degrees on exactly one side, but no vertex with
oo degree);

(GSS) ||MT||per(a)7 ||NT||per(5) 7é 0 and ||MTHinf(a) = ||NT||inf(5) =0 (i'C'7 there are
vertices with finite periodic degrees on both sides, but no vertex with oo
degree),

(GS4) [|M7|[int(ay # 0 or H]\_fTHinf(l;) #0 (i.e., there are vertices with infinite degree).

The rest of this section is devoted to the formulas for each of the cases above.
Scenarios (GS1)—(GS3) are similar to (S1)—(S3) in section 4. For completeness, we
present the formulas for them, but without the correctness proofs. Scenario (GS4) is
a new scenario that is not present in the finite biregular graph case.

The formula and argument for scenario (GS1). Consider the formula Gen-

Vap(@0):
offset(a) - £ = offset(b) - § A [|Z7 ||per(a) = IZ” lint(a) = ||Z?T||per(13) = ||37T|\mf(5) =0.
The last conjunct simply states that (GS1) holds.

~ LEmMA B.3. For every pair of degree vectors a,b and for every pair of size vectors

M, N such that M|N is big-enough for alb, the formula Gen—wé‘B(M,N) holds in N

if and only if there is an a|b-biregular graph with size M|N, where (GS1) holds.
Proof. The proof is similar to Lemma 4.3. O

The formula and argument for scenario (GS2). Recall that (GS2) states that
“there are vertices with finite periodic degrees on exactly one side, but no vertex
with co degree.” By symmetry, we may assume that the vertices with finite periodic
degrees are on the left. Consider the formula Gen—wgll—)(fc,g):

Jz(z#00 A offset(a) -z + pz = offset(b) - y)
ANE per@ 0 A 127 [line@) = HgTHper(l_)) = ||Z7T||inf(13) =0.
The last two conjuncts state that (GS2) holds.

~ LEmMA B.4. For every pair of degree vectors a,b and for every pair of size vectors

M, N such that M|N is big-enough for alb, the formula Gen—wg‘E(M,N) holds in Nso

if and only if there is an a|b-biregular graph with size M|N, where (GS2) holds.
Proof. The proof is similar to Lemma 4.4. a

The formula and argument for scenario (GS3). Recall that (GS3) states that
“there are vertices with finite periodic degrees on both sides, but no vertex with oo
degree.” Consider the formula Gen-wg‘g(i‘, g):

dz1, 2o (zl #£00 A z3#00 A offset(a) -z + pzy = offset(b) - 7 +p22)
A H'fTHper(&) 7& 0 A ”gTHper(I_)) 7é 0 A H‘iTHinf(Fz) = ”gTHinf(E) =0.
~ LEmMA B.5. For every pair of degree vectors a,b and for every pair of size vectors
M, N such that M|N is big-enough for alb, the formula Gen—wg‘B(M,N) holds in N
if and only if there is an a|b-biregular graph with size M|N, where (GS3) holds.
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Proof. The proof is similar to Lemma 4.5. O

The formula and argument for scenario (GS4). Recall that (GS4) states that
“there are vertices with infinite degree.” Consider the formula Gen—wglg(f, ME

(B'l) (”xT”lnf 750 N ”yTHmf(b)?éO)
(B.2) A (||$T||inf(a)7é0 — HyTan(B): 00) A (||gT||inf(E)7éO — ||9_CT||nz(a)=OO)-

Notice that, unlike the previous scenarios, this formula does not involve any edge
counting on the finite entries. Instead, we will make use of the fact that infinite degree
vertices give us a lot of flexibility in forming graphs that meet our specification.

LEMMA B.6. For every pair of degree vectors a,b and for every paar of size vectors
M, N such that M|N is big-enough for alb, the formula Gen- z/J4 5(M,N) holds in Noo

if and only if there is an a|b-biregular graph with size M|N, where (GS4) holds.

Proof. Let a,b be degree vectors and M|N be big-enough for alb. For the if
direction, suppose there is an @|b-biregular graph with size M|N, where (GS4) holds.
Thus, HMTHinf(a) #0 or HNTHinf(a) #0. If there is a vertex on the left with co degree,
there are infinitely many vertices with nonzero degree on the right. Symmetrically, if
there is a vertex on the right with co degree, there are infinitely many vertices with
nonzero degree on the left. Therefore, Gen—w4 (M, N) holds in N.

We now prove the only if direction, absummg Gen- w4 (M N) holds in NV, and

constructing an a|b- biregular graph G = (U, V, E) with size M|N. Let m be the length
of @ and n be the length of b. First, we pick pairwise disjoint sets Uy, ..., U,,, where
each |U;| = M; and pairwise disjoint sets Vi, ..., V,, where each \Vj| = N;. We define
the set of vertices of our graph as U=U; U---UU,, and V=V, U---UV,.
We know ||MTH1nf a) 7 0 or HNTH]nf(a) # 0. Hence we have at least one of
”M Hlnf(a) #O and ||N ||nz (b) = O© Or ||N ||1nf(b) #O and HM ”nz(a =
We can break this down further into three cases:
(a) U is infinite and V is finite.
(b) U is finite and V is infinite.
(c) U is infinite and V is infinite.
Case (a): We perform the following two steps.
e Step 1: Making the degrees of vertices in V' correct.
Let k be any index such that Uy is infinite. For every j € [n], for every vertex
v € Vj, we ensure that its degree is offset(b;) by connecting v with some
“nonadjacent” vertices from the set Uk—that is, vertices in Uy, that are not
yet adjacent to any vertices in V. Since Uy has an infinite supply of vertices,
there are always such nonadjacent vertices for each vertex v. The purpose
of picking nonadjacent vertices is that, after this step, every vertex in U has
degree either 0 or 1.
e Step 2: Making the degrees of vertices in U correct.
Let Voo = UJEmf(b) Vj, i.e., the set of vertices in V' that are supposed to have
oo degree. Since |[NT ||mf(b # 0, the set V*° is not empty. Moreover, since
M]|N is big-enough, the cardinality |V >°| > §(a, b).
Note that the degree of every vertex in U is at most 1. For every j € [m],
for every vertex u € Uj, we ensure its degree is offset(b;) by connecting u
with some vertices in V°°. This is possible since offset(b;) < &(a,b) for every
Jj€ml.
Case (b): is clearly symmetric to case (a).
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Case (c): We enumerate the elements uy,ug,... and v1,vg,... in U and V, re-
spectively. We construct an a|b-biregular graph G = (U, V, E) by iterating through all
{=1,2,..., where on each iteration ¢, we do the following.

e We make the degree of uy “correct” in the sense that if j is the index where
ue € Uj, we make its degree become offset(a;).
e We make the degree of v, correct in the sense that if j is the index where
vg € U;, we make its degree become offset(b;).
At the same time, while making the degrees of u;, and vy correct, we ensure the

following:

1. The degrees of the vertices u1,...,us_1 do not change and are already correct
in the sense that for every u € {us,...,u¢—1}, if j is the index where u € Uj,
its degree is already offset(a;).

2. The degrees of the vertices v1,...,v,—1 do not change and are already correct
in the sense that for every v € {v1,...,vp_1}, if j is the index where v € V,

its degree is already offset(b;).

3. The degree of each vertex in {ugi1,upt2,- ..} U{ves1,vet2,...} is 0 or 1.

4. There are infinitely many vertices in {ugy1,upt2,...} with degree 0.

5. There are infinitely many vertices in {vg41,ve42,...} with degree 0.
Since U (resp., V') is countable, every vertex u € U (resp., v € V') has a finite index
£ such that uy =u (resp., v, = v). After the ¢th iteration the degree of u, (resp., vy)
does not change any more. Thus, as the iteration index ¢ goes to oo, the degree of
every vertex is correct and we obtain an @|b-biregular graph G.

We now describe how to make the degree of uy correct. At the beginning of the
fth iteration, the degree of uy is either 0 or 1. We make it correct by picking some zero
degree vertices in {vyy1,vs12} and connecting them to ug. Such zero degree vertices
exist and there are infinitely many of them. Of course, if the degree of u, is supposed
to be 1, we do not need to pick any vertices. If the degree of u, is supposed to be oo,
we also make sure that there are still infinitely many zero degree vertices left in U.
Observe also that the degrees of the vertices u1,...,up_1,v1,...,v—1 do not change.
Making the degree of v, correct can be done symmetrically. O

As in subsection 4.1.2, to capture all possible sizes of @|b-biregular graphs there
are only some fixed k cases to consider, where each case is either equal to or sym-
metric to one of the scenarios (GS1)-(GS4). We can enumerate all the formu-
las ©1(Z,9),...,0k(Z,7) that deal with each of the cases and define the formula

Gen-, (2, 9):

(B3) V oi(@.0).

Combining Lemmas B.3-B.6, Gen—wmg(i, ) captures precisely all the big-enough sizes
M]|N of an a|b-biregular graph.

B.3. The formula for the case of not-big-enough sizes: Fixed size en-
coding. To capture the not-big-enough sizes, we use the same “fixed size encoding”
technique as in subsection 4.1.3. Note that not-big-enough sizes mean that one of the
conditions (a)—(e) is violated. So, either we have restricted the total size of the graphs
(When condition (a) is violated) or at least one of the norms || M7 ex(ays M7 [lint(a)
|NT | per(B)» |NT linf(p) is fixed to some number. Since we can deal with the first
option by enumeration, we focus on the second. The idea is that we can use fixed
size enumeration as in subsection 4.1.3, with additional minor extensions to handle
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vertices with co degree. To illustrate, we will show the construction when the first
two of the four norms above are fixed to some number, while the second two still
satisfy the corresponding condition in big-enough. This corresponds to (b) and (c)
being violated, while (a), (d), and (e) hold, in the definition of big-enough. In this
case we will have vertices with periodic and infinite degrees on the left-hand side, but
not too many.

Let a,b be degree vectors. We will give the formula Gen—¢“’r2 (Z,7) to capture

the sizes M|N of all possible a|b-biregular graphs where each of the following holds.
||M ||nz a) TN —To 2 > 2(5(@ b)
||M ||per (a) = X (5(& b)
HM ”mf —r2<5(a b)_l
|INT | per(B) 70 or >6(a,b)? + 1.
INT[lineey =0 or >d(a,b). . .
If the first bullet item does not hold, the number of edges is at most 36(a,b)? +4(a,b),
and the sizes of all these graphs can simply enumerated. The formula is defined
inductively on r; + ro with the base case 1 + ro = 0. Note that when 71 + o =0,
M7 per(a) = HMTHmf(a) =0, which means (b) and (c) are no longer violated.
For an integer rq,72 > 0, we define the formula Gen-(bﬁ“(x ) as follows.
e When r; =79 =0, Gen- gb” r2( ) is defined as in Lemma 4.6.
e When 1 > 1, let

1’1750 A Zo"‘flzg
A s# 00
ri—1ra/ = —\ .__ _ 9=
¢,—ng “(2,y) = 3sF%In \/ A |ZF [ na(5) = offset(a;) +ps | >

#eper() A ¢ZT(51bT21)(7 e“ZO,Zl)

where e; is the unit vector where the ith component is 1, and the lengths
of Zp and z; are the same as y The vector subtraction b — 1 is defined as in

subsection 4.1.3 extended with co — 1 =00
e When 5 > 1, let

z; A0 A 20+21:gj
oL@y = 33m3n \[ | A A e =00 :
iinf(a) \ A ¢ZT(Z2b 1) (Z —ei, %0, 21)
where e; is as in the previous case and the lengths of zp and z; are the same
as §. The vector subtraction b — 1 is defined as in the previous case.

LEMMA B.7. For every integer r1,75 >0, for every pair of degree vectors a,b, for

every pair of size vectors M,N such_that
”M ||nz(a) T —Ty > 25(&,[))2 +1

b ”M ”per )_Tl;
i ||M Hmi =Tz, B
i ||NT||per © _0 or =z 6(@ b)

||N ||1nf(b) =0 or >6(a’ b) _
the formula (/)Tl’rz (M,N) holds in N if and only if there is an a|b-biregular graph
with size M|N

Proof. The proof is by induction on 71 4+ ro and is a routine adaptation of
Lemma 4.7. |

As mentioned in subsection 4.1.3, the remaining not-big-enough cases can be
captured by formulas similar to the one given above.
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B.4. The proof in the 1-color case for regular digraphs. Recall that we
define digraphs so that they have no self-loops. Similar to what was done in subsec-
tion 4.2, a digraph can be viewed as a bipartite graph by splitting every vertex u into
two vertices, where one is adjacent to all the incoming edges, and the other to all
the outgoing edges. Thus, a|b-biregular digraphs with size M can be characterized as
a|b-biregular graphs with size M|M. The construction of the formula for all the sizes
of a|b-regular digraphs can be done by a routine adaptation of the one in sections B.2
and B.3.

Appendix C. The extension of section 5 (simple multicolor graphs)
to infinite graphs. We will extend the formulas in section 5 to accommodate all
possible (finite and infinite) sizes of A|B-biregular graphs, where A and B are simple
degree matrices, as stated formally in Lemma C.1.

LEMMA C.1. For every pair of simple matrices A € Ng’”jp and B € N’;:,’fﬁp, there
exists an (effectively computable) existential Presburger formula bireg 4 5(Z,7) such
that for every pair of size vectors M € N7} and N € N2, the formula biregA|B(M, N)

holds in N if and only if there is an A|B-biregular graph with size M|N.

This section is organized as follows. To deal with an co entry, we need some
new notation, introduced in section C.1. Section C.2 contains the construction of the
formula for extra-big-enough sizes—a generalization of the ones in sections 5.2 and 5.3.
Here there is a new case which is specific to an co entry. We discuss the formula for the
sizes that are not extra-big-enough—where no new ideas are needed—in section C.3.

C.1. Notation and terminology. Let A be a degree matrix with ¢ rows and m
columns. For nonempty subsets R C [t], we write Ag . to denote the matrix obtained
by keeping only the rows with indices in R, with no column being omitted. Likewise,
for J C [m], A. s denotes the matrix obtained by keeping only the columns with
indices in J, with no rows being omitted.

Recall that we regard an oo entry as a periodic entry. The finite offset of A,
denoted by fin-offset(A) is the matrix obtained by replacing every co entry in offset(A)
with 0. That is, in fin-offset(A) we are concerned only with the non-co entries. For
example, if A= (2370 2 ), then offset(A) = (§ %) and fin-offset(4) = (§ §). Obviously,
if A does not contain any oo entry, offset(A) = fin-offset(A).

If A and B contain periodic or infinite entries, 0(A,B) denotes
max(||/fin-offset(A)||, ||fin-offset(B)||,p). We also have to modify the notion of extra-
big-enough in section 5.1 in order to take the oo entries into account.

DEFINITION C.2. Let A and B be simple degree matrices with t rows. Let M
and N be size vectors, where M|N is appropriate for A|B. We say that M|N is
extra-big-enough for A|B, if for every i€ [t]

(8) max(IM7 [y, ), [N s, .)) > 8E26(A, B+ 1,

(b) ”MT”per(Ai,*) =0o0r= 6(AvB)2 +1,

(©) 37 [inica, ) =0 or > 16(4, B).

(d) [N lper(, ) =0 or > 5(A, B)? +1,
(©) IN"lline(p,.) =0 or > t6(A, B).

C.2. Proof of Lemma C.1 for big-enough sizes. We divide the proof into
three scenarios.
(GM1) | M7 ||y, )5 INT [lna(p, .y # oo for every i € [t] (i.e., the number of vertices
with nonzero degree is finite, which means that the degree of every vertex
must be finite).
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(GM2) [[M7 [ling(a,.) = INT[lint(B,..) = 0 for every i € [t] (i.e., the degree of every
vertex is finite, but there may be infinitely many vertices).

(GM3) (the general case).
Note that (GM1) is strictly subsumed by (GM2), since in (GM2) the number of ver-
tices with nonzero (finite) degree may be infinite. (GM2) is clearly strictly subsumed
by (GM3). The rest of this section is devoted to the formulas for each of the scenar-
ios above. The formula for scenario (GMi) will be used by the formula for cenario
(GMi + 1). Only (GM3), which deals with the possibility of vertices with infinite
degree, will require substantial new work.

The formula and argument for scenario (GM1). For simple degree matrices A
and B with ¢ rows, consider the formula Gren—\I/}4| (T, 7) given by

(Cl) 32171 --~3217t 322,1"'322,t

a1pzia 511722,1
offset(A) - z7 + : = offset(B) -y + :
Qipz1t 5tp22,t
NN zi#oo A zai#0 AIE laga,) # 00 A 77 e, ) # 00
1€[t]
A N1 wscas = 177 ez, =0,
1€[t]

where «; =1 if row ¢ in A consists of periodic entries and is 0 otherwise,. Similarly
Bi =1 if row ¢ in B consists of periodic entries and is 0 otherwise. o

We claim that Gen—\I!}qlB (Z, ) captures all possible big-enough sizes M|N of A|B-
biregular graphs where (GM1) holds, as stated in Lemma C.3.

LEMMA C.3. For each pair of simple degree matrices A and B, and each pair of
size vectors M, N such that M|N is big-enough for A|B, the formula \II}4|B(Z\7I,N)
holds in N if and only if there is an A|B-biregular graph with size M|N, where
(GM1) holds.

Proof. This is similar to Lemma 5.9. ]

The formula and argument for scenario (GM2). Recall that (GM2) states that
there is no vertex with oo degree, but the number of edges may be infinite. The
main idea for this scenario is to partition the edge colors into two kinds, depending
on whether the number of edges is finite or infinite.

For simple matrices A and B with ¢ rows, for a subset R C [t], consider the formula
Gen—@i’@(f,g) given by

(C.2) Gen-Wy 5. (Z,9) A A NZ lineca,y = 17" lin(z,..) =0
i€[t]

(C.3) AN A NE naca, ) = 15" nas, ) = o0,
igR

where Gen—\Ili‘R 1Br.(@;9) is as defined in (C.1). Recall that Ag, is the matrix
obtained from A by omitting all the rows not in R. When R = [t], the formula
Gen—@i’@(f,g) is the same as Gen—\I/illB(:f,g) defined for scenario (GM1).

Intuitively, Gen—@i’f;(f,y) captures all the big-enough sizes of A|B-biregular
graphs where (GM2) holds and ¢ € R if and only if the number of E;-edges is fi-
nite. This is stated formally as Lemma C.4.
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LEMMA C.4. For every pair of simple matrices A and B with t rows, for every
R C[t] and for every M|N big-enough for A|B, the following are equivalent:
1. Gen—\Ili"%(M,N) holds in N .
2. There is an A|B-biregular graph G = (U,V, E\, ..., E;) with size M|N, where
(GM2) holds and R={i:|E;| # co}.

Proof. Let A and B be simple matrices with ¢ rows and R C [t]. Let M|N be
big-enough for A|B.

We first prove “2 implies 1.” Suppose G = (U,V, Ey, ..., E;) is an A|B-biregular
graph with size M|N, where (GM2) holds and R = {i : |E;| # co}. For every i €
R, since |E;| # oo, both |MT||,,4, .y and |[NT|l,,(p,.) are not co. This means
that G is an Ag .|Bpg «-biregular graph, where (GM1) holds. By Lemma 5.9, Gen-
\IJiR B (M, N) holds.

Since (GM2) holds in G, there is no vertex with oo degree. Thus, we have

/\ M7 [lintcas) = IN" llint(s; ) =0

1€[t]

Since every vertex has finite E;-degree and |E;| = oo, for every ¢ ¢ R, the following
conjunction holds:

/\ ||MT||HZ(Ai,*) = ||NT||HZ(Bq‘,,x) = 0.
i¢R

Combining all the assertions above, we see that Gen—\Pi’ﬁB(M ,N) holds.

Now we prove “1 implies 2.” Suppose Gen-\I/ill%B(M,]\_f) holds in Ns. For sim-
plicity, let R=[{]. Similarly to Lemma C.3, since [|Z7 |ling(a; .) = |57 [lint(5, .y = 0 for
every i € [t], we may assume that A and B do not contain an oo entry.

Since Gen—\I/hR,* \Br. (M, N) holds, by Lemma C.3 there is an Ag .| B, .-biregular
graph Go = (U,V, E1,..., Ey) with size M|N, where (GM2) holds. Moreover, by (C.3),
we have

/\ ||MT||HZ(AM) = HNTHHZ(BM) = 00.
i¢R

Hence for every i ¢ R we have
offset(A; ) - M = offset(B; ) - N.

By Lemma B.3, there is an offset(A; .)|offset(B,; «)-biregular graph G; = (U,V, E;)
with size M|N for every color i ¢ R.

Consider the graph G = (U, V, Ey, ..., E;) with size M|N. This graph G is almost
A|B-biregular except that there may be an edge (u,v) € E;, N E;,, for some i1 # is.
We use the edge swapping as in Lemma 5.6, to remove all such parallel edges.

Note that since Gy is already Ag .|Br, «-biregular, at least one of 41,42 is not in
R. Suppose i1 ¢ R. Since |E;, | = oo and the degree of every vertex in G is finite, there
is an F; -edge (w,w’) that is not incident to any of the neighbors of u and v. We
can perform edge swapping (see also Figure 2) so that (u,v) is no longer an E;, -edge,
without affecting the degree of each vertex. We perform edge swapping until there
are no more parallel edges. This completes the proof of Lemma C.4. O

To wrap up scenario (GM2), we define formula Gen—‘l’i‘ 5 (Z,7) for simple matrices
A and B as
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(C.4) \ Gen-\pjﬁg( 7,
RC[t]

where each Gen—\IfA’IB(a:,gj) is defined in (C.2)—(C.3). This formula Gen-\IIilB(fc,gj)
captures precisely all the extra-big-enough sizes of A|B-biregular graphs, where (GM2)

holds, as stated formally as Lemma C.5.

LEMMA C.5. For each pair of simple matrices A and B, and for each pair of size
vectors M,N such that M|N is big-enough for A|B, the formula Gen- \IJAlB(M,N)
holds in N if and only if there is an A|B-biregular graph with size M|N, where
(GM2) holds.

Proof. Let A and B be simple matrices A and B with ¢ rows and M|N be big-
enough for A|B.

We start with the if direction. Suppose there is an A|B-biregular graph G =
(U,V,Ex,...,E;) with size M|N, where (GM2) holds. Let R = {i : |E;| # oo}. By
Lemma C. 4 Gen- \Iliﬁg(M N) holds. Thus, Gen- \IIQL (M, N) holds.

For the only if direction, suppose Gen-¥2 Al 5(M, N) holds in My. Let R be
such that Gen—\Iliﬁg(M N) holds. By Lemma C.4, there is an A|B-biregular graph

G=(UV,Ey,...,E;) with size M|N, where (GM2) holds and R= {i: |E;| #o00}. O

The formula and argument for scenario (GM3). Recall that (GM3) is the general
case where there may be vertices with infinite degree. The main idea here is to
partition the edge colors E; into two kinds, but this time depending on whether there
are vertices with infinite F;-degree. Let A and B be simple matrices with ¢ rows and
R C [t]. Consider the formula Gen—\Ifi’ll;(i:,gj) given by

(C.5) Gen—‘lliRY*‘BR,*(gE,g) A /\ (12" lintas ) 0 V17" llint(s,..) #0)
i¢R
(C.6) A AN linecan) 20 = 177 nas, .y = 00
i¢R
(C.7) A NN lngsy #0 = 127 lnga, ) =00
i¢R
where Gen- \IIAR IBg.. (Z,7) is as defined in (C.4). When R = [t], Gen- lI/iHRB( Z,g) is

the same as Gen- \I/AlB(:c ) defined for scenario (GM2).

Intuitively, Gen-U® Al B(x 7) captures all the big-enough sizes of A|B-biregular
graphs, where R is the set of colors 7 such that every vertex has finite E;-degree.
We state this formally in Lemma C.6.

LEMMA C.6. For every pair of simple matrices A and B with t rows, for every
R C [t], and for every pair of size vectors M, N such that M|N is extra-big-enough
for A|B, the following are equivalent:
1. Gen- \I/isz(M N) holds in N .
2. There is an A|B-biregular graph G = (U,V, Ex, ..., E;) with size M|N, where
R={i: every vertex in G has finite E;-degree}.
Proof. Let A and B be simple matrices with ¢ rows and let R C [t]. Let M|N be
extra-big-enough for A|B.
We first prove 2 implies 1. Let G be an A|B-biregular graph with size M|N
and R = {i : every vertex in G has finite F;-degree}. Thus, G is also an Ag .|Bg .-
biregular graph, where (GM2) holds. By Lemma C.5, Gen'\l'iR,ABR_*(M’N) holds.
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By the definition of R, for every i ¢ R, we have

M lingcas) #0 or  [INT[ling(s,.) #0.

If there is a vertex on one side with F;-degree oo, then there must be infinitely many
vertices on the other side with nonzero E;-degree. In other words, for every i ¢ R

M7 linga;) #0 = NI,y =00, and
||NT inf(Bi,*)#O - HMT|

nz(A; ) = -

Therefore, the formula Gen—\I/i’lRB(M , N) holds.

We now prove 1 implies 2. Suppose Gen—\IIBAj@(]\Zf , V) holds in N,. For simplicity,
we may assume R = [{]. Since Gen—\I/i‘RwlBR _(M,N) holds, by Lemma C.5, there is
an Ag .|Br «-biregular graph Go = (U,V, Ei, ..., Ep) with size M|N, where (GM2)
holds. We will show how to extend Gy to an A|B-biregular graph G with size M|N.
Without loss of generality, we may assume that R # [t]. Otherwise, Gq is already
A|B-biregular and we are done.

In the following we fix U =U; W--- WU, and V =V W--- WV, as the witness
partition of Ag .|Bpg «-biregularity of the graph Go. We will add new edges to make
Gy into an A|B-biregular graph. In the following when we say “we make the F;-degree
of a vertex uw € U correct,” we mean that we will add F;-edges adjacent to u so that
its F;-degree becomes offset(4; ;), where j is the index such that u € U;. Similarly
for vertex v e V.

We can break this down further into three cases—analogously to scenario (GS4):

(a) U is infinite and V is finite.

(b) U is finite and V is infinite.

(¢) U is infinite and V is infinite.

Case (b) is symmetric to case (a), so we will only consider cases (a) and (c).
Case (a): This case is a straightforward generalization of case (a) in (GS4). We
perform the following two steps.

e Step 1: Making the E;-degrees of vertices in V' correct for every i ¢ R.
For each i ¢ R, let k; be any index such that Uy, is infinite. For every j € [n],
for every vertex v € V;, we ensure that its degree is offset(B; ;) by connecting
v with some nonadjacent vertices from the set Uj,—that is, vertices in Uy,
that are not yet adjacent to any vertices in V. Since Uy, has an infinite
supply of vertices, there are always such nonadjacent vertices for each vertex
v. The purpose of picking nonadjacent vertices is that, after this step, for
every vertex u € U the sum ), (the Ej-degree of u) is either 0 or 1.

e Step 2: Making the degrees of vertices in U correct.
For each i ¢ R, let V4> = Ujeinf(Bi,*) Vj,_i.e., the set of vertices in V' that are
supposed to have oo Ej-degree. Since [[NT|[in¢(, ) # 0, the set V&> is not
empty. Moreover, since M|N is extra-big-enough, the cardinality |V"°| >
td(A, B).
Note that for each i ¢ R, the sum }_,.p (the Ej-degree of u) of every vertex
u € U is at most 1. For every j € [m], for every vertex u € U;, we ensure
its E;-degree is offset(B; ;), by connecting v with some vertices in Voo for
every ¢ ¢ R. This is possible since offset(B; ;) < 0(A, B) for every j € [m)].

Case (c): For each i € [t], define the sets
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vrr= ) U and Vin = U v
JE€nz(A; ) jenz(Bi )

Uh>e .= U U; and Vhoo .= U V.
jeinf(A; ) jEinf(B;,.)

Informally, U»"* and V%"* are the sets of vertices in U and V whose E;-degree is
supposed to be nonzero, while U»> and V%> are the vertices in U and V whose
FE;-degree is supposed to be oo.

Note that for each i ¢ R, there are supposed to be vertices with infinite E;-degree,
which gives us a lot of flexibility in constructing the F;-edges. We can use a technique
similar to the one in scenario (GS4) from the previous appendix, which handled the
case where some vertex has infinite degree in the single-color case. Note that for each
i ¢ R, we have one of the following:

(a) U™ is infinite and V"2 is finite.

(b) Un? is finite and V"% is infinite.

(c) U™ is infinite and V"2 is infinite.

That is, (a) holds for a subset of the colors, (b) holds for another subset, and (c)
holds for the remaining colors. Constructing the E;-edges by itself for each i ¢ R is
comparatively easy, as shown in scenario (GS4). The main technical difficulty occurs
when we try to make sure that the sets of constructed edges are still pairwise disjoint.
Note also that here we do not have any guarantees about how big the partitions and
degrees are in Gg. This limits us in using techniques such as edge swapping, which
rely on having sufficiently many available edges.

In the following paragraphs, we will illustrate the new obstacle that arises. Sup-
pose there are iy,is ¢ R, where i1 # is, such that

e U2 ig finite and U™ is infinite;

e Vv ig infinite and V%2'"* is finite.
Since i1 ¢ R, the set U™ contains vertices that are supposed to have infinite Ej,-
degree. Similarly, since ip ¢ R, the set V2% contain vertices that are supposed to have
infinite E;,-degree. Assume, for convenience, that U "% C 2% and V22 C Vimz,
See Figure 9 for an illustration.

If we construct the E; -edges as in scenario (GS4), by connecting the vertices
in V%1 with the vertices in U™ with E;, -edges, there is a possibility that every
vertex in UM is adjacent to every vertex in V2" via FE; -edges. Thus, when we
want to construct the E;,-edges, we can no longer connect the vertices in U™ with
the vertices in V%" with E;,-edges, but the vertices in V%2"# are the only vertices
in G that are supposed to have nonzero E;,-degree. In other words, there is no more
“room” to construct the Fj;,-edges. This issue will be circumvented by partitioning
Ui = Xo W X; and V2 =Y, UY; and constructing the E;,-edges so that

e vertices in X are connected by E;, -edges only to vertices in Yp;

e vertices in X; are connected by E;, -edges only to vertices in Y.
Then when we construct the F;,-edges, we will connect the vertices in Xy with the
vertices in Y7 and the vertices in X; with the vertices in Yy. The rest of the proof is
devoted to the details of the construction.

Due to the technical difficulty described above, the following two sets of colors
Foztefts Fagright C [t] will need some special care:

Frstets = {i¢ R: HMTan(Ai,*) is finite},
Fnz-right = {Z ¢ R: HNTan(Bi‘*) is ﬁnite}.
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Uiz,nz Vihnz
Ut ig finite and V*2:0% ig finite and
some vertices have co E;, -degree some vertices have co E;,-degree

FIG. 9. An illustration of the sets U'1:"% U202 ViLn2  gnd Vi2:%  When constructing the
E;,-edges, we exploit the infinite E; -degree vertices in Uiz, Similarly, when constructing the
E;,-edges, we exploit the infinite E;,-degree vertices in Vi2nz - However, we have to make sure to
avoid the possibility that every verter in U™ is already adjacent to every vertex in V'*2:"* wvia
E; -edges, thus, leaving “no room” to connect them via E;,-edges. Note: color appears only in the
online article.

Intuitively, the set Fl, jest is the set of color i ¢ R where there will only be finitely
many vertices with non- zero E;-degree on the left-hand side. The set Fi, right has
the same intuitive meaning w.r.t to the vertices on the right-hand side.
We argue that Fy,jere and Fo,rigne are disjoint. For every ¢ R, at least one of
[ M7 4a(a;.) or [NT|lwa(s, ) is infinite. Moreover, since Gen—\I/‘Z"IE(M,N) holds, we
have
i HNT”inf(Bi,*) =0, HMT”inf(Ai,*) # 0, and ||NTHHZ(B1',*) = 00, for every i €
Fnz—left-
This is because for every i € Fyy jeft, HMTan(Ai‘*) is finite. Thus, the E;-
degree of every vertex in V must be finite, i.e., ||NT||inf(Bi’*) = 0. Since
i ¢ R, this means there are vertices on the left with co F;-degree, i.e.,
||MT||inf(Ai,*) # 0. Therefore, the number of vertices on the right with non-
zero Eji-degree must be infinite, ie., [|[NT|,,p,.) = oo;

o Similarly, || M7 [lins(a, .y = 0, IN"[ling(; ) # 0, and [[M7||uyca, ) = oo for
every i € Fyy right-
Therefore, Fy 1ot and Fp,right are disjoint.
Define the sets
[J'F‘nz-leftvOo = U Ui700 and VFnz-righhoo = U Vi,OO.

1€ Pz left 1€ Fryright

Note that for every i € Fy, joft, the set U»™ is finite. Since U»% C U»™, the set UH»>®
is finite and hence so is the set Um=1eft:° By analogous reasoning, V Imsrisht:> jg
also finite. Because M \]\_/' is extra-big-enough for A|B, for every i € Fy,eft, [UP°| >
t6(A, B) holds. Similarly, for every i € Fy, vignt, |V 5| >t5(A, B).

The claim below is the formalization of the partition XowX; and YywY; described
above.

Cramm C.7. Suppose Fp ety Froright # 0. Then

e there is a partition XoW X of Ubries>® sych that for every i € Frtei; both
the sets Xo NUS® and X1 NU contain at least 5(A, B) vertices;
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e there is a partition YowY, of VEn=ron:o0 sych that for every i € Frzright, both
Yo NVE® and Yy NVH contain at least 6(A, B) vertices.

As explained above, the main difficulty in constructing the FE;-edges for color
i € Fyylefs is that |[U%*°] is finite but [V"?| is infinite, and for color i € Fyyright, |V "]
is finite but |[U*"#| is infinite. The claim implies that there are sets Xo, X1, Yo, Y1—
each with enough vertices—allowing us to construct the E;-edges for color i € Fy, et
as follows:
e To make every vertex in Yy have the correct F;-degree, we connect it by
Ej-edges only to the vertices in Xo N U,
e To make every vertex in Y; have the correct F;-degree, we connect it by
E;-edges only to the vertices in X7 N U™,
Note that for any color i € F},,_1ef;, the set U™ is finite, hence the degree of each vertex
in V¥ must be finite, and bounded by 0(A, B). Since for every color i € F, jeft,
the cardinalities of XoN U and X; NU»™ are at least 6(A, B), there are “enough”
vertices to connect vertices in Yy only with the vertices in Xo N U»* and vertices in
Y: only with vertices in X; NU»> via Ej-edges. After this construction, vertices in
X are not connected via E; to any vertex in Y; for any color i € Fy, jeft. Likewise,
vertices in X7 are not connected via F; to any vertex in Yy, for any color i € F,, jef-
This leaves some room for the construction of Ej;-edges for each color i’ € Fhyright
where we connect vertices in X only to vertices in Y1 N Vi and vertices in X; only
to vertices in Yy N V. See Figure 10 for an illustration.

Proof. (of Claim C.7) We prove the first item. The second one is similar. Initially,
Xo=X; =0. To achieve the desired property, we will add vertices to X and X; by
iterating on every i € Fy, jert. On each iteration, we add at most 6(A, B) vertices to
X() and Xl.

Suppose we are now iterating on some i € Fy, ot There are 4 cases:

e Casel: | XoNU»®| > 4§(A, B) and | X; NU»®| > §(A, B). In this case, we do
nothing and move on to the next i € F, jeft.

o Case2: | XoNU»®| < (A, B) and | X; NU»®| < §(A, B). Observe that U»>
contains t0(A, B) > 2§(A, B) vertices. Thus, we can add some vertices from
Ub* to Xy and X so that Xy and X, are still disjoint and

| XoNU®| = |X;NU>| = §(A, B).
o Case 3: | XoNU»®| <§(A,B) and | X, NU“>®| > §(A, B). Here, we see that
|UZ’OO| 2 t6(A7B) > |Fnz—left|5(A7B) > (|Fnz—1eft|_1)5(AaB) 2 |X1|

Thus, U contains at least §(A, B) vertices that are not yet in XoUX;. We
add some of these vertices into Xy so that |XoNU"*°|=§(A, B).

e Case 4: |XoNU»®| > 6(A,B) and |X; NU>>®| < §(A,B). This case is
symmetric to Case 3. O

Now we are ready to extend Gy to an A|B-biregular graph G. Recall that Gy
is an Ap .|Bp,«biregular graph where R # [t]. By (C.6) and (C.7), at least one
of U and V is infinite. We will show how to construct the E;-edges in G for each
i € [t]—R. The construction will yield an A|B-biregular graph G with witness partition
U=U,4---WU,, and V=V, ¥ -V, that has the following properties:

(P1) For every j € [n], where |V;| = oo, for every vertex u € U, there are infinitely
many vertices in V; that are not adjacent to v via any E;-edge.
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(P2) Similarly, for every j € [m] where |U;| = oo, for every vertex v € V, there are
infinitely many vertices in U; that are not adjacent to v via any Fj;-edge.
An infinite set V;/U; that satisfies (P1)/(P2) is called a strongly infinite set in G.
An infinite A|B-biregular graph G is called strongly partitioned, if it has a witness
partition whose infinite sets are all strongly infinite.

Note that Gy is an infinite Ag .|Bg, .-biregular graph and every vertex has a finite
degree. Thus Gy is already strongly partitioned.

There are two cases to consider, depending on whether both Fj, 1eec and Fry right
are not empty, or at least one of Fj, 1oy and F,_right is empty. We first consider the
case when both F, 1err and Fyy_rignt are not empty.

Let XowX; and YywY; be the partition of UFre1et:® and V Foerignt»> in Claim C.7.
There are three steps.

Step 1: Construct the E;-edges for each color ¢ € F, jeft, similarly to Lemma B.6.

Step 2: Construct the F;-edges for each color 7 € Fy,right in a manner symmetric

to Step 1.

Step 3: Construct the Ej-edges for each color ¢ ¢ RU Fyy et U Fryoright -
We detail each of these steps in the next paragraphs.

Step 1: Make the E;-degree of every vertex correct for every i € Fy, ert. This step
is divided into three substeps. The first two are similar to case (a) in Lemma B.6 and
the third is needed to leave enough room for the construction of the edges of colors
in Fnz—right~

(a) Make the E;-degree of every vertex in UM% correct for every i € Fiy left.

For every u € U™, we ensure that its degree is correct by connecting it via F;-
edges with some nonadjacent vertices from the set V% — Fuaxight,20__that, is,
vertices that are not yet adjacent to u via any F;-edges where i € Fj, 1ot U R.
Note that U»" is finite. Since V1% —V/ Frarignt> is infinite and Gy is strongly
partitioned, there is an infinite supply of vertices. So such nonadjacent ver-
tices always exist for every vertex u € U»". We also make sure that when we
add the new edges, there are still infinitely many vertices in each V; that are
not yet adjacent to u for every j € [m], where Vj; is infinite (which is possible
since Vj; is infinite). Thus, the graph stays strongly partitioned.

After this step, the degree of every vertex in V increases by at most 1. That
is, > icr., .. degg, (v) is either 0 or 1 for every v € V — V Fnsrigne. 0 Note also
that the degrees of vertices in V  rrignt:>° do not increase.

(b) Make the Ej-degree of every vertex in V1% — V Fuarignt:% correct for every

1€ Fnz—le_ft- )
Since U™ is finite, the F;-degree of every vertex in V™ is supposed to be
finite. Due to the size being extra-big-enough, U contains at least 6(A, B)
vertices. So, for every vertex v € V¥ — VFnorignt:© we can add “new” FEj;-
edges to make its F;-degree correct by connecting it via E;-edges with vertices
in U»> for every i € Fy,1ert. Note that by definition, for every i € Fy, 1o,
vertices in U»> have oo E;-degrees. So the new Ej-edges in this step will
violate their degree requirement.

(c) Make the E;-degree of every vertex in V Fusrigne: % correct for every i € Fiyjoft.
Here it is useful to recall that for every i € Fi, jef;, every vertex in V Fns-risne,0
is supposed to have finite E;-degree since U»" is finite. This step is similar
to step (b), except that we connect via E;-edges the vertices in Yy to some
vertices in Xy, and the vertices in Y7 to some vertices in X; for every i €
Fusefs- Since Xo N U and X; N US> contains at least §(A, B) vertices,
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there are enough vertices in XoNU»* and X;NU»> that we may connect each
v € VEnarigne:% with to make the FE;-degree of v correct for every i € F, jeft -
After this step, vertices in X are not adjacent via F;-edges to vertices in Yy
for every ¢ € Fy 1ot Similarly, vertices in X are not adjacent via E;-edges
to vertices in Y for every ¢ € F, 1ot This observation will be important in
the next step. See Figure 10 for an illustration.

Step 2: Make the E;-degree of every vertex correct for every ¢ € Fy,right. This step
consists of three Steps (2(a))—(2(c)) which are symmetric to Steps (1(a))—(1(c)), where
the role of U™ is replaced by V¥ U4 by V5> and V Freright: by [ Fastefi:o0 . The
difference is in Step (1(c)). To make the E;-degree of vertices in UZn=1ett:°° correct,
for every i € Fi,right, We connect the vertices in Xy to some vertices in Y7, and the
vertices in X7 to some vertices in Yy. Here it is important that vertices in X are not
adjacent to vertices in Y7 via Ej-edges for any i € Fy, 1ef;. Since Y7 N V5> contains
at least 0(A, B) vertices, there are still enough vertices in Y; that can be connected
to each u € Xo to make the Ej;-degree of u correct for every i € Fiy right-

Step 3: Make the E;-degree of every vertex correct for every i ¢ RU Fyy et U
Fhyright- This step is similar to case (c) in Lemma B.6. Let uy,us,... and vy, va,...
be an enumeration of the vertices in U and V. After Step 2, the graph G is still
strongly partitioned. In the following we fix a color i ¢ RU Fyy et U Fryeright- We
make the F;-degree of each vertex uy and v, correct, where ¢ ranges from 1 to co. We
work by induction on ¢, where the inductive invariant is that after the ¢th iteration,
the F;-degrees of u;,v1,...,up, vp are already correct. The process is as follows:

e We pick some vertices in V%1% that are not yet adjacent to u, via any E-edges.
We call these vertices the nonadjacent vertices and we pick some of them and
connect them to uy via Ej;-edges to make the F;-degree of uy correct. For

Xo
Yo
XoNUhee
adjacent via E;-edges
X Y1
X1 NUH>®
. —edge®
> / adjacent V1% B

F1G. 10. An illustration for the construction of edges between Xo U X1 and Yo UY7. For each
color i € Fy,.iept, €ach v €Yy is connected by E;-edges only to vertices in Xo N U%* and each v’ €Y7
is connected by E;-edge only to vertices in X1 NU»*°. This makes vertices in Xo not connected via
E;-edges to any vertex in Y1 for any color i € F .10 Likewise, vertices in X1 are not connected
via E; to any vertex in Yo for any color i € Fy, jef;. This leaves some “space” for the construction
of E;-edges for color i € Fy, rignt, where the vertices in Xo will be connected to some vertices in Y1
and the vertices in X1 to some vertices in Yo. Note: color appears only in the online article.

~_
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this purpose, we can choose any vertices that are not vy,...,vp and are not
adjacent to any of uq,...,ugs. Such vertices always exist, since the graph G is
strongly partitioned.

Note that if the E;-degree of u, is supposed to be infinite, we have to pick
infinitely many nonadjacent vertices. So when we pick these vertices, we also
make sure that there are still infinitely many vertices in each V; that are still
not adjacent to all uq,...,us, for every j € [m], where V; is infinite. Thus,
the graph is strongly partitioned.

e Similarly, we pick nonadjacent vertices in U*"* and connect them to v, to
make the E;-degree of vy correct, where nonadjacent vertices are those in
u1,...,uy are not adjacent to any of vy,...,vp.

Again, such nonadjacent vertices always exist since the graph is strongly
partitioned, and we can always pick the new vertices so that the graph stays
strongly partitioned after this iteration.
We perform the iteration above for each color ¢ ¢ RUF,.1et UFpsright. This completes
the construction of an A|B-biregular graph G with size M|N and witness partition
U=U,4---0Uy, and V=V W--- 8V, for the case when both Fy, jert and Fiy right
are not empty. For the case when F}, 1. = (), we can do as above, but skip Step 1.
Reasoning along the same lines, for the case when Fi, right = (0, we can skip Step 2.
This completes the proof of Lemma C.6. O
Remark C.8. Note that in the construction of the A|B-biregular graph G in
Lemma C.6, we construct the E;-edges for every i ¢ R by iterating on every vertex in
G. On each iteration, we preserve the “strongly partitioned” property of the graph
G. This implies that for every finite subset W of vertices in G, we have

o for every V; such that Vj is infinite, there are infinitely many vertices in V;
that are not adjacent to any vertex in W;

e similarly, for every U; such that Uj is infinite, there are infinitely many ver-
tices in U; that are not adjacent to any vertex in W.

This property will be useful in section D when the completeness requirement is en-
forced.

To wrap up section C.2, we define formula Gen-V 4,5(Z,y) for simple matrices A
and B as follows,

(C.8) \V  Gen-¥i(z,9),
RC[t]

where each Gen—\Ifi"l]Z,(f, y) is defined in (C.5). This formula Gen-W 4 5(Z,7) captures
all the big-enough sizes of A|B-biregular graphs, as stated formally as Lemma C.9.

LEMMA C.9. For every pair of simple matrices A, B, and for each pair of size
vectors M, N with M|N extra-big-enough for A|B, the following holds: the formula
Gen-V 4 g(M, N) holds in N if and only if there is an A|B-biregular graph with size
M|N.

Proof. Let A and B be simple matrices with ¢ rows and M|N be big-enough for
A|B. Suppose there is an A|B-biregular graph G = (U,V, E1, ..., E;) with size M|N.
Let R = {i : every vertex inﬁV has finite E;-degree}. By Lemma C.6, \I/leB(M,N)
holds. Thus, Gen—\I/ilB(M7N) holds in Nu.

Conversely, suppose Gen-\I/A|B(]\7!, N) holds in N,. Let R be such that
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Qen:\I"l’R(M,N) holds. By Lemma C.6, there is an A|B-biregular graph with size

MIN, where R = {i:every vertex in V has finite E;-degree}. O
The remark below will be useful for the complexity analysis later on.

Remark C.10. Every formula Gen—\I'j"RB(f,g) is a disjunction of the formulas

Gen—\Ilijg’*lBRv*(a?,gj) for every subset R’ of the rows in Ag.|Bgr.. In turn, each
3,Rl JRE s . Q,RN o
formula Gen—\I'AR.*lBRV*(:r,y) is a disjunction of the formulas Gen-¥7 ~ *lBR,,*(Jc,y)

for every subset R” of the rows in Ags .|Bp .. Pulling out all the disjunctions,
the formula Gen-W 4 5(7,%) can be written as a disjunction \/,;(Z,y), where each
¥;(Z,7) is a conjunction of O(t) equations and inequations (for short, “conjunction of
(in)equations”).

C.3. Encoding of not extra-big-enough components for simple matrices.
The encoding of not extra-big-enough for the general case is a routine adaptation of
the one in subsection 5.4. We omit the details. Disjoining this to the extra-big-enough
formula completes the description for simple matrices without the completeness re-
quirement.

The remark below will also be used in the complexity analysis later on.

Remark C.11. Let t be the number of rows in matrices A and B. By Remark C.10,
the formula Gen-W 4 5(Z, %) is a disjunction of conjunctions of O(t) (in)equations. By
an adaptation of Remark 5.12, each formula ®,(Z, ) for the not extra-big-enough cases
is a disjunction of conjunctions of O(t*§(4, B)*) (in)equations. Thus, the formula
bireg 4| 5(Z,%), which is a disjunction of Gen-W 45(Z,¥) and all the ®;(z,9)’s, can be
written as a disjunction of conjunctions of O(t*§(A, B)*) (in)equations.

Appendix D. The extension of section 6 to the general case. In sec-
tion 6 we constructed a formula that captures all possible finite sizes of complete
A|B-biregular graphs, where A and B are simple degree matrices. There we argued
that it was sufficient to consider only the case when A|B is a good pair (as defined in
Definition 6.1), since otherwise there are only some fixed number of possible sizes of
A|B-biregular graphs, which can be enumerated.

In this appendix we will extend the formulas in section 6 to the case where graphs
may be infinite. As in section 6, we only need to consider the cases where A|B is a good
pair. There are two new cases to consider. The first (subsection D.1) concerns graphs
where both sides have infinitely many vertices, while in the second (subsection D.2)
there are infinitely many vertices on exactly one side.

D.1. The case when both sides have infinitely many vertices. Let A be a
matrix with ¢ rows. We write colo (A, ;) to denote the set {i: A; j =o0}. For R C [t],
we let J(R,A)={j:col (A ;) =R}

DEFINITION D.1. Let A and B be simple matrices with t rows. Let m and n
be the number of columns of A and B. For size vectors M = (Mjy,...,M,,) and
N = (Ny,...,N,), we say that M|N is a good color size for A|B if for every R C [t],
we have

o [|MT;ra)y=0 or >6(A,B)+1,
] ||NT||J(R7B) =0 or> 5(A,B) + 1.

We will show that a “good color size” of a complete A|B-biregular graph implies
a certain property of the matrices A and B which will be useful later on.

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 11/10/25 to 86.3.37.138 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

956 MICHAEL BENEDIKT, EGOR KOSTYLEV, AND TONY TAN

LEMMA D.2. Let A|B be a pair of simple matrices with t rows. Suppose there is
a complete A|B-biregular graph G = (U,V, Ey, ..., E;) with size M|N, where | MT| =
INT|| =00 and M|N is a good color size for A|B. Then
o for every vertex w € U, there is i € [t] such that degg, (u) = oo and row i in B
contains a periodic entry;
o for every vertex v €V, there is i’ € [t] such that degp ,(v) =00 and row i in
A contains a periodic entry.

Note that since A and B are simple matrices and oo is regarded as a periodic
entry, the conclusion implies that row ¢ and 7’ in A and B can contain only periodic
entries. So the lemma implies that A|B is a good pair of simple matrices.

Proof. We first prove an easy combinatorial claim.

CrAamM D.3. Let U be an infinite set and let Z be a (not necessarily finite) family
of subsets of U such that every Z € Z is cofinite in U (i.e., U — Z is finite). Then
every finite subset of Z has a nonempty intersection.

Proof. Let Zy,...,Z, € Z. By de Morgan’s law, (;_, Z; =U — (Uj_, U — Z;).
Since each Z; is cofinite in U, the claim follows immediately. ]

We prove the first bullet item of the lemma, with the second proven analogously.
Let U=UiW--- WU, and V =V W--- WV, be the witness partition. For a vertex
w e U in G, let T'(u) denote the set of vertices adjacent to u by some E;-edge, where
the FE;-degree of w is infinite. For each u € U, every element of V is connected to
u by some E;-edge (since G is a complete bipartite graph), and thus the number of
elements of V not in I'(u) is finite.

Suppose u € U; for some j € [m] and let R = colo (A, ;). Since M|N is a
good color size for A|B, we have |M7||;r .4y = 6(A,B)+ 1. We pick k vertices
ur, ..., uy € Ujes(r,a)Uj, where ug = u and k > (A, B) + 1. By the claim above,
there is a vertex v in the intersection (;c I'(u;). This means v is adjacent to all
vertices u1,...,ur via some Ej;-edges, where ¢ € R. Since k > |/fin-offset(B)||, there
is B); € R, where degg, (v) is a periodic entry of B. Since B is a simple matrix, this
implies that row ¢ in B contains only periodic entries. Note that F; € R, so the
E;-degree of u is oco. This completes the proof of the first bullet item. ]

Let A and B be simple matrices with m and n columns, respectively. We denote
by (C1) and (C2) the following constraints:
(C1) For every j € [m] where M, # 0, there is a color i € [t] such that A; ; = oo
and B; . contains only periodic entries.
(C2) For every j € [n] where N; # 0, there is a color i € [t] such that B; ; = oo and
A; . contains only periodic entries.
Note that both (C1) and (C2) are Presburger definable and formalize the properties
from items (1) and (2) in Lemma D.2.
We define 521')3(@,37), where = (21,...,2,,) and §= (y1,...,Yn), as follows:

(D.1)  biregap(z,9) Allz" || =77 | =00 A (C1) A (C2)

(D.2) AN (137 sy =0 v 137 om0 > 8(A, B) +1)
RC[t]

(D.3) A A (1571 =0 V157 |5 > 3(A4,B) + 1)
RC[t]

Above bireg 4 5(Z,7) is the characterizing formula for not-necessarily-complete bireg-
ular graphs. Intuitively, (D.2) and (D.3) state that Z|g is a good color size.
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LEMMA D.4. For every <pair of simple matrices A, B and for every pair of size
vectors M, N, the formula fAl|)B (M, N) holds in Ny if and only if there is a complete
A|B-biregular graph of size M|N, where |MT|| = ||[NT|| = oo and M|N is a good color
size for A|B.

Proof. That 51(41‘)3 (M, N) holding is necessary follows from Lemma D.2. Now we
show that it is also a sufficient condition. Suppose 51(41|)B (M, N) holds in N, which im-
plies there is a (not-necessarily-complete) A|B-biregular graph G = (U,V, E1,..., E;)
with size M|N. Let U=U1W--- WU, and V=V W---WV, be the witness partition.
By Remark C.8, the graph G has the following property:

(P) For every finite subset W C U, there are infinitely many vertices in V that

are not adjacent to any vertex in W.
While for every finite subset W C V| there are infinitely many vertices in U
that are not adjacent to any vertex in W.

We enumerate the elements uq,us,... and vy,vs,... in U and V, respectively. We
will make G a complete A|B-biregular graph by iterating through all £ = 1,2,..
where on each iteration ¢, we first add “new” edges so that u, is adjacent to all the
vertices vg,vgy1,... and then some more “new” edges so that v, is adjacent to all
the vertices ugy1,us42,.... These new edges will preserve the A|B-biregularity of the
graph G and as the iteration index ¢ goes to oo, the graph G becomes complete.

Before we proceed to the construction, we first explain the main idea behind
making uy adjacent to all the vertices vg,vgt1,.... Choose ig € [t] such that the E; -
degree of uy is co and the row B, . contains only periodic entries—such ig exists due
to (C1). We add new E;,-edges so that

(a) ug is adjacent to all the vertices vg,vp41,... (that are not yet adjacent to uy)

via E;, -edges;

(b) for every vertex vy, € {vg,ve41,...}

o if the IJ; -degree of v}, is not oo, the new E;, -edges increase it by p;
o if the E; -degree of vy, is 0o, there are either 1 or p new E; -edges adjacent
to vp; in particular the degree is still infinite;

(c) for every vertex up € {ugy1,vet2,...}, either there are no new E; -edges

added, or the E; -degree increases by a multiple of p.
Adding new edges to make vy adjacent to all the vertices wug41,us+2,... can be done
in the same manner. The purpose of (a) is to make G complete while the purpose of
(b) and (c) is to preserve the A|B-biregularity of G.

Since U (resp., V) is countable, every vertex u € U (resp., v € V') has a finite
index ¢ such that uy = u (resp., vp = v). After the fth iteration we do not add any
more edges adjacent to up and vy. Therefore, for every vertex w € U UV for every
color i € [t], if degp, (w) is finite in the original graph G, it stays finite as the iteration
index ¢ goes to oo. If degp, (u) is oo in the original graph G, it stays oo, since we are
only adding edges. Thus, if the original graph G is A|B-biregular, as the iteration
index ¢ goes to oo, the resulting graph is still A|B-biregular.

Note also that due to (b) and (c), after the fth iteration, the degree of every
vertex in {ugy1,upt2, ...} U{vVpt1,Vt2,...} increases only by some finite number, i.e.,
by 0, 1, or a multiple of p. Thus, property (P) still holds for every finite subset
W C{upr1,weq2,- .-} U{ves1,ve49,...} in the sense that

for every finite subset W C {ugy1,upt2,. ..}, there are infinitely many
vertices in V' that are not adjacent to any vertex in W. While for
every finite subset W C {vg41,v¢42,...}, there are infinitely many
vertices in U that are not adjacent to any vertex in W.
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We will call this the nonadjacency invariant.

We devote the rest of the proof to the details on how to add edges adjacent to
vertex ug. The argument for vertex v, is handled symmetrically. Let uy be a vertex
in U;. By constraint (C), there is some color iy € [t], where A;, ; = oo and B «
contains only periodic entries. Since A is a simple matrix, row ig in A also contains
periodic (possibly infinite) entries. We will add E;, -edges so that u, is adjacent to
every vertex in V. Note, however, that some care is needed, since the E; -degree of
some vertices—those with finite E; -degree bound—can only increase by a multiple
of p.

Let Z denote the set of vertices in V' that are not adjacent to vertex uy. By the
nonadjacency invariant, the set Z is infinite. Let Z = Zg, U Z,, be a partition of Z
where every vertex in Zg, has finite E; -degree and every vertex in Z,, has infinite
E;,-degree.

First, we add E; -edges between u, and every vertex in Z. At this point, vertex u,
is already adjacent to every vertex in V. Note that the E; -degree of each vertex in Z,
stays infinite. However, the E; -degree of vertices in Zgs, increases by 1. So we need
to add additional edges to make it increase further by (p — 1). There are two cases.

o Case 1: |Zay| is finite. Since the set Z is infinite, we infer that | Z| is infinite.
Let Y be a finite subset of Z, so that the sum |Zg,| + |Y] is some multiple
of p. By the nonadjacency invariant, there are infinitely many vertices in U
that are not adjacent to any vertex in Zg, UY. We pick (p — 1) such vertices

wi,...,wp—1 and add E; -edges for every pair in {ws,...,wp_1} X (Zan UY).
That is, {w1,...,wp—1} X (Zan UY) becomes a complete bipartite graph of
E;,-edges. Note that the I; -degrees of vertices wy,...,w,—1 increase by a

multiple of p, since |Zg, UY| is a multiple of p. Moreover, the E; -degrees
of vertices in Zg, increase further by (p —1). The E;,-degrees of vertices in
Y remain infinite. Thus, after this construction G is still A|B-biregular. See
Figure 11 for an illustration.

Fi1G. 11. An illustration for the choices of wi,...,wp—1 and Y C Zso to construct the complete
A|B-biregular graph when |Zg,| is finite. First, we connect ug with all the vertices in Zg, U Zoo via
an E;,-edge. Then, to ensure the degrees of vertices in Zg, increase by a multiple of p, we pick
wi,. .., Wp—1 and connect them via E;,-edges with all the vertices in Zz, UY, where Y C Zoo such
that | Zgn| + |Y'| is a multiple of p. Note: color appears only in the online article.
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o Case 2: |Zgy| is infinite. We partition Zg, into infinitely many pairwise
disjoint sets Z1 W Zo W - -, where |Z;| = p for each h =1,2,.... We increase
the E; -degrees of vertices in each Zj by iterating the following process for
each h=1,2,...: we pick a finite set X C U such that |X|=p — 1 and every
vertex in X is not adjacent to any vertex in Z; U---UZy. Such a set X exists,
by the nonadjacency invariant. Then we add E; -edges between every pair in
Zp x X. That is, Zj x X becomes a complete bipartite graph of E; -edges.
See Figure 12 for an illustration. After this construction, the E; -degree of
each vertex in each Zj increases further by (p —1). Since each |Z;| = p,
we also increase the F; -degrees of some vertices in U by p. Thus, G is still
A|B-biregular. 0

Lemmas D.4 and D.13 deal with all the M|N that are good color sizes for A|B.
To capture the sizes that are not good color sizes, we can use fixed size encoding, as

in subsection 5.4. Note that if M|N is not a good color size for A|B, there is R C [t]
such that

1<z sroa) <6(A,B)  or 1|5 |l yr,) <6(A,B).

Thus, we can fix ||Z7]| y(g,4) or |77 ]|s(r,p) to some 7, where 1 <7 < §(A, B). Recall
that J(R,A) is a subset of columns of A, while J(R, B) is a subset of the columns
of B. Thus in fixing one of these norms, we are focusing on complete A|B-biregular
graphs G = (U,V, Ey,..., E;) with sizes M|N, where the sum of some components in
M (or N) is fixed to r < J(A, B). For example, we can define the formula % 5(2,7)
such that for every M|N, @ZHB(M, N) holds if and only if there is a complete A|B-
biregular graph with size M|N, where ||z7]| (g, ) = r. The construction of % (7, 9)
is very similar to the one in section 5.4, so we omit it.

U

Fi1G. 12. An illustration for the choices of wi,...,wp—1 and Y C Zs to construct the complete
A|B-biregular graph when |Zg,| is infinite. First, we connect u; with all the vertices in Zgn U Zoo
via an E;,-edge, thus, increasing the E;-degree of vertices in Zg, U Zoo by 1. Then, we partition
Zfin into Z1 W Za W -+, where each Zj, has cardinality p. To make sure that the E;,-degrees in Zgy,
increase by a multiple of p, for each h =1,2,..., we pick a set X CU s.t. |X|=p—1 and every
vertez in X is not adjacent to any vertex in Z1 U---UZ;,. Then, we connect every vertex in X with
every vertex in Zy, via E; -edges. Note: color appears only in the online article.
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To wrap up this subsection, we define the formula c-bireg%;’ AlB = (z,y) for simple
matrices A and B as follows,

(D.4) 4ls(@9) V @(3,7) \/%

where 5511\)3 (z,7) is defined in (D.1)~(D.3), p(z, ) captures all the sizes M|N that are
not good color sizes for A|B, and the disjunction \/ ¢;(Z,y) enumerates all possible
sizes M|N when A|B is not a good pair. By Remark 6.2, when A|B is not a good
pair, complete A|B-biregular graphs can only have sizes M|N, where [|[MT||+||NT|| <
20(A,B). It is clear that this remark holds regardless of whether an oo entry is
allowed. Since there are only finitely many sizes satisfying this upper bound, they
can be enumerated. The formula c—biregiﬂﬁo(fc,g) captures the sizes of all possible
A|B-biregular graphs where both sides have infinitely many vertices.

Remark D.5. We will again make some further observations that will be important
only for the complexity analys1s Suppose t is the number of rows in matrices A and
B. By Remark C.11, §A|)B(:U ) is a disjunction of conjunctions of O(t*§(4, B)*)
(in)equations.

As in Remark 5.12, the encoding of components of a fixed size r yields O(rt)
(in)equations. Since 7 < §(A, B) and there are 2' subsets R C [t], the formula for the
fized size encoding can be written as a disjunction of conjunctions of O(2tt§(A, B))
(in)equations. So, the whole formula c-biregi’:l’g)(JE7 ) can be rewritten as a disjunction
of conjunctions of O(2!t*§(A, B)*) (in)equations.

D.2. The case when exactly one side has only finitely many vertices.
In this subsection we will give the formula that captures the sizes of all possible A|B-
biregular graphs, where on the left-hand side there are infinitely many vertices and on
the right-hand side there are only finitely many vertices. Here the degree matrices A
and B can be arbitrary degree matrices, i.e., we drop the assumption that they must
be simple matrices.

In a first step (subsection D.2.1) we consider the case where the degree matrix B
is restricted to a very special form and the size vectors on the left contain only co. In
a second step (subsection D.2.2) we show that capturing the sizes of A|B-biregular
graphs, where exactly one side has infinitely many vertices, can be reduced to the
finite case and the case in subsection D.2.1.

D.2.1. A special case. We fix matrices A and B (with ¢ rows) with the following
properties:
e A contains only finite entries.
e Each entry in B is either 0 or co.
e Every row and every column in B has co entry.
We note that for such A and B, in a complete A|B-biregular graph it is necessary
that the left side has infinitely many vertices and the right side has only finitely many.
We will define a formula that captures all possible size vectors N, where |[NT|| # oo
and there is a complete A|B-biregular graph with size (oo, ..., 00)|N.
Let m and n be the number of columns in A and B. We start with a simple
observation.

Remark D.6. Let G=(U,V,E,...,E:) be a complete A|B-biregular graph with
witness partition U =U1 W---WU,, and V=V W---wWV,. Let u€ U and let j be the
index such that u € U;.
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For each i € [t], let Z; be the set of vertices adjacent to u via E;-edges. Since G is
complete, Z1 W - -- W Z; partitions the set V. Moreover, since G is A|B-biregular, for
every i € [t],

o |Z;| = E;-degree of u= A4, j;
e cvery vertex in Z; has oo E;-degree.
Recall that every entry in B can only be either 0 or oo, hence, the E;-degree
of every vertex in V' can only be 0 or oco.
We will call the partition Z; W Zo W --- W Z;, the partition of V according to u. As
we will see later, we can construct a Presburger formula that defines the sizes of the
partitions of V' according to vertices in U; for every vertex in Uj.

For j € [m] for each k € [t], define the formula ¢y ;(z1,...,2k,51,...,S,) induc-
tively on k as follows:
e When k=1, o1 (21,51,...,5y) is given by

21281+"'+8n:A1’j AN /\Sh#O%BLh:OO.
hen]

e When k >2, ¢ (21,...,2k,81,--.,5n) 1S given by

deq - -+ dey, L+t =2z A /\C;L#O—>Bk,h=oo
he(n]

APk—1,3(Z15 s 2k—1,51 = Cly- -1 Yn — Sn)-

Finally, define the formula &4 (%), where 7= (y1,...,¥yn),

(D.5) Eap®) =\ Tz Tz (2,020 0).

J€[m]

We will show that {4 5(¥) captures all size vectors N such that there are complete
A|B-biregular graph with size (co,...,00)|N. The variables z1,...,2; in the formula
©t,j(21,- .., 26,91, - - -, Yn) represent the cardinalities | Z1], ..., |Z;| for the partition Z; ¥
---WZ; according to a vertex in U;. We start with an easy lemma, proven by induction
on k.

LEMMA D.7. For every k € [t] for every z1,..., 25, 51,...,50n €N, if or (21, .., 2k,
81,--+,5n) holds in N, then z1+ -+ + 2, =81+ + Sp.

LEMMA D.8. For every size vector N, where |[NT| # oo, the formula £415(N)
holds in Noo precisely when there is a complete A|B-biregular graph with size (oo, ...,
o0)|N.

Proof. Let N = (Ny,...,N,) be a size vector where none of Ni,..., N, are oc.
We first show that &y 5(N) holding in N, is a necessary condition. Suppose there
is a complete A|B-biregular graph G = (U,V, E1, ..., E;) with size (co,...,00)|N. Let
U=U14--- WU, and V=V .-V, be the witness partition.

We will show that for every j € [m], ¢ j(21,...,2,N) holds for some z1,...,z.
To this end, let j € [m]. We pick a vertex v € U; and let Z; W--- W Z; be the partition
of V according to u. Let z; =|Z;|, for every i € [t].

The next claim can be proven by straightforward induction on k.

CramM D.9. For every k € [t], the formula i j(21,...,2k,51,...,5n) holds in
Noo, where sp, = |V, N (Z1U---U Zy)| for each h € [n].
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In particular, when k=t¢, sp, = |V, N (Z1 U---U Z)| = |Vi| = Ny, for each h € [n],
since Z; U---U Z; = V. Therefore, ¢ j(21,-.., 2, N) holds. Thus, fA\BN holds.

We now prove that 45(/V) holding is a sufficient condition. Suppose {4 (V)
holds, where N = (Ny,...,N,). Let Uy,...,U,, be pairwise disjoint infinite sets and
let V1,...,V, be pairwise disjoint sets, where |V},| = N}, for each h € [n].

We will construct a complete A|B-biregular graph G = (U, V, E1,..., E;) with size
(00,...,00)|N and witness partition U=Uy W---WU,, and V=V, &--- W V,.

Let j € [m]. Since £4;5(IN) holds, there is z1,...,2 such that ¢ ;(z1,...,2, N)
holds.

The following claim is proven by straightforward induction on k.

CramM D.10. For every k € [t], there are pairwise disjoint sets Zy,...,Z CV
such that for every i € [k] z; =|Zi| = Aq j and Z; € Upeing(s, ) Va-

In particular, when k =t, we have pairwise disjoint sets Z1,...,7Z; CV such that
for every i € [t] z; = [Zi| = Aij and Z; € Upeing(p, ) Vr- By Lemma D.7, the sum
214 +zm=|Z|++|Zt|=N1+ -+ N,. Hence, Zy W--- W Z; is a partition of
V. For every i € [t], we connect every vertex u € U; with every vertex in Z; via an
E;-edge. Thus after this step, every vertex in U; is adjacent to every vertex in V.

Note that the E;-degree of every vertex in U; is | Z;| = A; ;. Moreover, we connect
u with a vertex v € V only when the E;-degree of v is supposed to be co—since
Z; C Uheinf(Bi,*) V4. Thus, the resulting graph is A|B-biregular. By repeating the
above process for every j € [m], we obtain a complete A|B-biregular graph.

D.2.2. The formula for the case with infinitely many vertices on the left
and finitely many vertices on the right. In this subsection we will define the
formula that captures precisely the sizes of all possible A|B-biregular graphs where
the left-hand side has infinitely many vertices and the right-hand side has only finitely
many vertices. Here we do not require the degree matrices to be simple matrices—as
defined in Definition 5.1.

In the following lemma, we fix degree matrices A € Ngﬁp and B € Ng,’j_p.

LEMMA D.11. Suppose G = (U,V,Ey,...,E;) is a complete A|B-biregular graph
with witness partition Uy W--- WU, and V1 W---WV,. Suppose U is infinite and V is
finite. Let R={i € [t]||E;| =00} and let J ={j € [m] | |U;| =o00}. Then we have the
following:

(1) For every color i ¢ R for every j€J, A;j is 0 or 0FP.

(2) For every j € [n], there is i € R with B; j = c0.

(3) For every i € R, the row B, . contains an 0o entry.

(4) For every j € J for every i ¢ R, all but finitely many vertices in U; have zero

FE;-degree.

(5) There are only finitely many vertices in U for which there is a v € V adjacent

to the vertex by an E;-edge and the E;-degree of v is finite.

Proof. To prove (1), let j € J, i.e., the set U; is infinite. If there were i ¢ R such
that A; ; # 0 or # 077, the number of edges in E; is infinite, which contradicts the
assumption that ¢ ¢ R.

For (2), let j € [n]. Since G is a complete A|B-biregular graph, the total degree
of each vertex v € V; must equal |U], i.e,

Z(Ei—degree of v) = Z(Ei—degree of v) + Z(Ei-degree of v) = |U]|.
1€[t] i€ER i¢R
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By the definition of R, the sum }_., (Ei-degree of v) is finite. Since U is infinite,
the sum } ;. (Ej-degree of v) must be infinite. Therefore, there is i € R such that
B@j = 0.

For (3), let i € R. The cardinality E; is |E;| = ) . (&;-degree of v). Since
i € R, the cardinality |E;| = co. Thus, there is v € V with FE;-degree co. Therefore,
row B; . must contain oo.

For (4), let j € J and i ¢ R. There can only be finitely many vertices in U;
with nonzero E;-degree. Otherwise, |F;| = co, which contradicts the assumption that
i¢R.

For (5), let v € V. Obviously there are only finitely many vertices in U that are
adjacent to v via some E;-edge, where the F;-degree of v is finite. Since V is finite,
(5) follows immediately. o0

Intuitively, (1)—(3) state the properties matrices A and B should have when con-
sidering A|B-biregular graphs for the case considered in this subsection, which also
allows us to identify a subgraph whose biregularity can be characterized using subsec-
tion D.2.1. See Figure 13 for an illustration of the decomposition of matrices A and
B. We will use (4) and (5) to identify a corresponding subgraph whose biregularity
is characterized using the finite case covered in Theorem 7.6. For an arbitrary graph,
we let R and J be as defined in Lemma D.11.

Let C be the matrix obtained by replacing every oo entry in B with 01!, Intu-
itively, we replace oo with some finite value.'! Let A3 be the matrix obtained from A

Aq 0 or 0tp } rows not in R
A =
As As } rows in R
—_——
columns in J
B4 } rows not in R
B =
By } rows in R

every column contains oo in some row in R

Fi1G. 13. An illustration of the matrices A and B for the case when there is a complete A|B-
biregular graph G = (U,V, E1,..., Et) with infinitely many vertices on the left-hand side and only
finitely many vertices on the right-hand side. Suppose U =UrW--- WUy, and V =V1W---WV, is the
witness partition. R is the set of color i, where |E;| = oo and J 1is the set of column j where Uj is
infinite.

HTechnically we cannot simply replace co with 011 since we insist that every periodic entry in
a degree matrix has period p. Instead we can replace it with 0T?,1+? ... (p—1)TP by repeating the
columns. For example, a column (%) becomes (OJ:' ), ( 1?' )y ( (P*;)er ). We allow the matrix to

have 01! entries.
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by keeping only the rows in R and the columns in J. Let Bs be the matrix obtained
from B by keeping only the rows in R and D be the matrix obtained from By by
replacing every non-oco entry with 0.

Let U* be the set of vertices in UjeJ U; adjacent to some v € V via some E;-edges,
where the Ej-degree of v is finite. For each j € J, let U; s, be the set of vertices in
U, with nonzero Ej;-degree for some i ¢ R. Define the sets

Ufin .= U* u UU]- U UUj,ﬁn,
Jj¢J jeJ
U= = U-U™

By (4) in Lemma D.11, the set Uj g, is finite for every j € J. By (5), the set U*
is finite. Thus, the set U™ is finite. By the definition of U, a vertex in U™ has
nonzero F;-degree only when i € R. See Figure 14 for an illustration.

The following lemma will provide our reduction.

LEMMA D.12. Suppose G = ((U,V, E1,..., E;) is a complete A|B-bireqular graph
with size M|N. Let U™ and U™ be as defined above, Ggy, denote the induced subgraph
GU™U V], and G denote the induced subgraph G[U> UV]. Then

e Gy is a (finite) complete A|C-biregular graph with size K|N for some K =
(K1,...,Ky,), where K; =M, if j¢ J, and K; is some finite value if j € J;
o G is a complete Az|D-biregular graph with size (co,...,00)|N.

Proof. For each vertex w € U UV, for each color i € [t], we say that the F;-degree
of w is affected in Gan (resp., Goo), if its E;-degree in Gg, (resp., Go) is different
from its E;-degree in GG. Otherwise, we say that the E;-degree of w is unaffected in
Gan (resp., Goo).

Towards proving the first bullet item, note that for each ¢ € [¢t], the F;-degree of
every vertex u is unaffected in Gpgy, since V is still the set of vertices on the left-hand
side of Ggn. On the other hand, for each vertex v € V| and color i € [t], if the E;-
degree of v is finite in G, then its F;-degree is unaffected in Gg,. This is because
if (u,v) € E; and the F;-degree of v is finite, then by definition, u € U* and, hence,
uwe U™, So, the F;-degree of v is affected in Gg, only when the E;-degree of v is co

Ujng Uj

U*UU,es Ujtin

UDO

Fic. 14. Illustration of the set UngJ U;, U* U UjeJUj,ﬁm and U with their sizes. The set
Ufin is the union U*UU]-EJ Uj,ﬁnUUjej Uj, which is finite. In the induced graph G, = GUfruvy),
the vertices in V have finite total degrees. In the induced graph Goo = G[U U V], there are no
E;-edges fori¢ R. Note: color appears only in the online article.
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in G, which has now become finite in Gg,. Since every oo entry in B has now becomes
07! in C, it follows immediately that Gg, is a complete A|C-biregular graph.
Turning to the second bullet item, the E;-degree of every vertex in U is obviously
unaffected in G,. Moreover, every vertex in U has nonzero F;-degree in G only
when ¢ € R. Thus, the colors of the edges in G, are only those in R. For every vertex
veV,
o if its F;-degree is co in G, its F;-degree is unaffected in G
e if its F;-degree is finite in G, its E;-degree becomes 0 in G .
This is because if © and v are adjacent via an F;-edge and the E;-degree of
v is finite, then u € U*, hence, u € Uf",
Since every finite entry in Bs becomes 0 in D, it follows immediately that G is
As|D-biregular. |

Lemma D.12 reduces characterization of the sizes of A|B-biregular graphs to
characterizations of finite complete biregular graphs (which we have provided in the
body) and characterization of infinite As|D-biregular graphs, whose sizes are of the
form (0o,...,00)|N, i.e., the components in the size vectors on the left are all co and
every entry in D is either 0 or co.

We will next define formulas that capture the sizes M|N of complete A|B-
biregular graphs, assuming that the left-hand side has infinitely many vertices and
the right-hand side has finitely many vertices. Let R be the set of colors ¢ where the
number of Ej-edges is infinite. and J C [m] be the set of indexes j, where M; = cc.

Let Z=(21,..-,%m), T=(Y1,---,Yn), and Z=(z1,...,2,,). Let §£’|};(i,g) be the
formula

(D.6) 127 ] =00 A [IF" Il # 00
(D-7) A /\ H*%THHZ(AL*) =00 A /\ H‘fT”nZ(Ai,*) 7&00
i€ER i¢R
(D.8) A /\xj:oo/\ /\xj;éoo/\
jed jgJ
(D.9) A 3z cbiregyo(29) A lIZ7[#£00 AN zi=2
J¢d
(D.10) A Eagp(Y),

where formula c-bireg 4 (Z,7) captures the sizes of the finite complete A|C-biregular
graph as defined in Theorem 7.6 and £4,|p (%) is as defined in (D.5).

Intuitively, (D.6)—(D.8) state that there are infinitely many vertices on the left
and only finitely many on the right, and that R and J are as defined above. The next
lemma follows immediately from Lemma D.8, Theorem 7.6, and Lemma D.12.

~ LeEmMA D.13. For every pair of matrices A, B and every pair of size vectors
M, N with infinitely many vertices on the left, finitely many on the right, R and
J defined as above, the formula fi’g(M,N) holds in N if and only if there is a

complete A|B-biregular graph of size M|N.
To wrap up this subsection, we define the formula:
. oo,fin/— - s _
cbiregln (@,9) ==\ &p(@9)
JC[m],RC[t]

that captures the sizes of all possible A|B-biregular graphs where the left-hand side
has infinitely many vertices and the right-hand side has finitely many vertices.

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 11/10/25 to 86.3.37.138 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

966 MICHAEL BENEDIKT, EGOR KOSTYLEV, AND TONY TAN

Remark D.14. By Lemma 8.1 for finite graphs, c-bireg 4 (2, 7) is a disjunction of
conjunctions of O(mnt*6(A, B)*) (in)equations. By definition, £4,)p(¥) is a disjunc-
tion of conjunctions of O(tmn) (in)equations. Thus, c—biregf‘gn(i;, 7) is a disjunction
of conjunctions of O(mnt*§(A, B)*) (in)equations.

For arbitrary degree matrices A and B, we can define a formula c-bireg 4 5(7,7)
capturing the sizes of all possible A|B-biregular graphs as a disjunction of the formulas
for each of the following four cases:

e Both sides have finitely many vertices, which by Lemma 8.1 is a disjunction
of conjunctions of O(mnt*§(A, B)*) (in)equations.

e The left-hand side has infinitely many vertices and the right-hand side has
finitely many vertices, which as explained above is a disjunction of conjunc-
tions of O(mnt*5(A, B)*) (in)equations.

e The left-hand side has finitely many vertices and the right-hand side has
infinitely many vertices, which is symmetric to the previous case.

e Both sides have infinitely many vertices.

By Remark D.5, the formula when the degree matrices are simple matrices is a

disjunction of conjunctions of O(2tt*5(A, B)) (in)equations. Since the trans-

formation from nonsimple to simple requires a blowup of the O(mn) factor,

this case is a disjunction of conjunctions of O(mn2't*5(A, B)*) (in)equations.
We conclude that c-bireg 5(Z,7y) can be expressed as a disjunction of conjunctions
of O(mn2't*5(A, B)*) (in)equations.

Appendix E. The extension of section 7 to the general case. In this ap-
pendix we explain briefly how to extend the reduction from nonsimple degree matrices
to simple degree matrices in section 7, now allowing the degree matrices to contain
oo entries and the sizes of the partitions to be infinite. This reduction is only applied
to the finite case and case 1 from the prior appendix, where there are infinite degree
vertices on both sides. In the case where exactly one side had an infinite degree ver-
tex, we did not make use of the simple restriction. The reduction we give below can
actually apply to all cases, but making use of it in the last case above would not give
the desired complexity.

We need to modify the definition of behavior functions in Definition 7.4 a little
bit, to take into account that the entry in a degree matrix can be co.

DEFINITION E.1. For each j € [m], we define a behavior function of column j
in A to be a function g : [t] x [n] — {0,1,...,¢,0™P 1P ... ¢q*P oo} such that the
following hold:

] T . s

o A,

g(t, 1)+ +g(t,n)
e for each color i € [t], if A;; is a fized entry, then g(i,1),...,9(i,n) are all
fixed entries;
e for each color i€ [t], if A;j is a periodic entry, then g(i,1),...,9(i,n) are all
periodic entries;
e for each color i € [t], if A;; is an oo entry, then g(i,1),...,9(i,n) are all
periodic entries and at least one of them is oo.

Note that the difference between Definition 7.4 and Definition E.1 is the addition
of the third item, where the entry A; ; can be co. The definition of a behavior function
of column j’ in B is also modified in a similar manner. The reduction from nonsimple
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matrices to simple matrices can now be obtained in exactly the same manner as in
subsection 7.2.
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