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Dependency Quantified Boolean Formulas (DQBF) extend Quantified Boolean Formulas by allowing each existential variable
to depend on an explicitly specified subset of the universal variables. The satisfiability problem for DQBF is NEXP-complete
in general, with only a few tractable fragments known to date. We investigate the complexity of DQBF with k existential
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the picture is more nuanced: we show that the complexity of k-DQBF ranges from NL-complete for 2-DQBF with disjoint
dependencies to NEXP-complete for 6-DQBF with arbitrary dependencies.
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1 Introduction

Propositional satisfiability (SAT) solving has made significant progress over the past 30 years (Biere, Fleury,
et al. 2023; Fichte et al. 2023). Thanks to clever algorithms and highly optimised solvers, SAT has become a
powerful tool for solving hard combinatorial problems in many areas, including verification, planning, and
artificial intelligence (Biere, Heule, et al. 2009). Modern solvers can handle very large formulas efficiently, making
SAT a practical choice in many settings.

However, for problems beyond NP, such as variants of reactive synthesis, direct encodings in propositional
logic often grow exponentially with the input and quickly become too large to fit in memory. This has led
to growing interest in more expressive logics, such as Quantified Boolean Formulas (QBF) and Dependency
Quantified Boolean Formulas (DQBF) (Peterson et al. 2001). DQBF extends QBF by allowing explicit control over
the dependency sets: each existential variable can be assigned its own set of universal variables it depends on. A
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model of a DQBF assigns to each existential variable a Skolem function that maps assignments of its dependency
set to truth values. From a game-theoretic point of view, a DQBF model is a collection of sets of local strategies —
one set for each existential variable — that may observe only part of the universal assignment. This makes DQBF
more succinct than QBF and particularly well-suited for applications such as synthesis and verification, where
components often make decisions based on partial information. Unfortunately, this added expressiveness comes
at a cost: DQBF satisfiability is NEXP-complete, and only a few tractable fragments are known (Bubeck 2010;
Bubeck and Biining 2006, 2010; Ganian et al. 2020; Scholl et al. 2019). One notable tractable case involves CNF
matrices with dependency sets that are either pairwise disjoint or identical; such formulas can be rewritten into
satisfiability-equivalent X3-QBFs (Scholl et al. 2019).

Building on these ideas, we apply similar restrictions on the dependency sets to refine a recent classification of
the complexity of DQBF with k existential variables, henceforth, denoted by k-DQBF (Fung and Tan 2023). For
DNF matrices, this restriction has no effect, since the proofs by Fung and Tan (2023) for the PSPACE-hardness of
2-DQBF and NEXP-hardness of 3-DQBF can be carried over to formulas with pairwise disjoint dependency sets.

For CNF matrices, the situation is more subtle. For k > 3 and even non-constant k with disjoint dependencies,
we extend the strategy of Scholl et al. (2019) to split clauses containing variables with incomparable dependency
sets, but instead of reducing it to a QBF, we directly construct an NP algorithm to establish the NP membership.
This technique can be extended to the case where any two dependency sets are either disjoint or comparable,
and the size blow-up remains polynomial for constant k. The resulting DQBF only has existential variables with
empty dependency sets, and its satisfiability can be checked in NP.

When arbitrary dependencies are allowed in CNF matrices, we prove that 3-DQBF is lej-hard. Further, a variant
of Tseitin transformation lets us convert a k-DQBF with an arbitrary matrix into a (k + 3)-DQBF with CNF matrix,
yielding PSPACE-hardness of 5-DQBF and NEXP-hardness of 6-DQBF with CNF matrices.

As for the satisfiability problem of 2-DQBF, Fung, Cheng, et al. (2024) shows that it reduces to detecting
contradicting cycles in a succinctly represented implication graph, making it PSPACE-complete. For CNF matrices
and disjoint dependencies, we show that the fully expanded graph has a simple structure, allowing satisfiability
tests in NL. Consequently, the satisfiability of 2-DQBF with CNF matrices and unrestricted dependencies is in
coNP — one can guess an assignment to the shared universal variables and solve the resulting instance with
disjoint dependencies in NL. We also prove the NL- and coNP-hardness of the two problems via a reduction from
2-SAT and 3-DNF tautology, respectively.

Our results, summarised in Table 1, help map out the complexity of natural fragments of DQBF and show how
both the formula structure and dependency restrictions play a key role in determining tractability.

2 Preliminaries

In this section, we define the notation used throughout this paper and recall the necessary technical background.
All logarithms have base 2. For a positive integer m, [m] denotes the set of integers {1,...,m}.

Boolean values TRUE and FALSE are denoted by T and L, respectively. Boolean connectives A, V, =, —, <>, and
@ are interpreted as usual. A literal ¢ is a Boolean variable v or its negation —v. We write var(v) = var(—v) = v
for the variable of a literal and sgn(v) = T and sgn(—wv) = L to denote its sign. We also write v @ L andv & T to
denote the literals v and —w, respectively.

A clause is a disjunction of literals, and a cube is a conjunction of literals. For a clause/cube C, we write
vars(C) = {var(¢) | £ € C} for the set of variables appearing in C. A Boolean formula ¢ is in conjunctive normal
form (CNF) if it is a conjunction of clauses and in disjunctive normal form (DNF) if it is a disjunction of cubes. We
view a clause or a cube as a set of literals and a formula in CNF (respectively, DNF) as a set of clauses (respectively,
cubes) whenever appropriate. We sometimes write a clause in the form of Q — C, where Q is a cube and C is a
clause; and a DNF formula in the form of ¢ — ¢, where ¢ is in CNF and ¢ is in DNF.
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Table 1. Summary of the complexity results.

k k-DQBF k-DQBF K-DQBF, k-DQBF, k-DQBF¢
- nf - nf ds - cnf - dnf
¢ ¢ k-DQBF,
1 ) ) i L coNP-c
(Theorem 6.1) (Theorem 3.1)
9 NL-c NL-c NL-c coNP-c PSPACE-c
(Theorem 5.3)  (Corollary 5.12) (Corollary 5.12)  (Theorem 6.2) (Theorem 3.1)
5 II*-h
(Theorem 6.3)
I1*-h
4 NP-c NP-c N
(Theorem 6.5)
NP-c (Corollary 5.12) (Corollary 5.12) ———  NEXP-c
5 (Theorem 5.9) PSPACE-h  (Theorem 3.1)
(Theorem 6.6)
o+ NEXP-c
sP_¢ NEXP-c (Theorem 6.6)
Non-const. 3

(Scholl et al. 2019)  (Scholl et al. 2019)

» <

Note: “-¢” denotes “-complete”, “-h” denotes “-hard”, and “non-const.” denotes “non-constant.”

We say that two sets of clauses A and B are variable-disjoint if for any clause C; € A and C; € B, vars(C;) N
vars(C,) = 0. For variable-disjoint sets A and B, we write A X B to denote the set of clauses {(C; V () |
C; € A, C, € B}. We generalise this notion to A; X A; X - - - X A, for pairwise variable-disjoint sets Ay, ..., Ap,.

We write & = (vy,...,0,) to denote a vector of n Boolean variables with |3| := n denoting its length.!
An assignment on 0 is a function from o to {T, L}. We often identify an assignment on ¢ with a vector a =
(ai,...,an) € {T, L}", denoted a°, which maps each v; to a;. When 4 C i, we write a*(d) to denote the vector of
Boolean values (G%(v))ye5. When @ is clear from the context, we will simply write @ instead of a°.

Two assignments @ and b? are consistent, denoted by @ ~ b?, if *(v) = b?(v) for every v € @ N 3. When a*
and b? are consistent, we write (a% b°) to denote the union a@* U b°. Given a Boolean formula ¢ over the variables
i, 9 and an assignment a°, we denote by ¢[a°] the induced formula over the variables # obtained by assigning
the variables in # with Boolean values according to the assignment a°.

For a positive integer m and a vector of variables @ of length n > log m, by abuse of notation, we write & = m
to denote the cube A\;c[,) ui < a;, where (ay, . .., a,) is the n-bit binary representation of m.

2.1 DQBF and Its Subclasses
We consider Dependency Quantified Boolean Formulas (DQBF) of the form

® = V%, 3y (Dy), ..., ye(Dy). @, )

where ¥ = (xy,...,%,), D; C x is the dependency set of the existential variable y; for every i € [k], and ¢ is a
quantifier-free Boolean formula over the variables x U § called the matrix of ®.

ITo avoid clutter, we always assume a vector of variables o = (vy, .. ., vy, ) does not contain duplicate entries, which can be viewed as a set
{01,...,0n}. We will thus use set-theoretic operations on such vectors as on sets.
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We write dep(v) := D; if v = y; and dep(v) = {x;} if v = x;. We extend this notation to literals and clauses by
letting dep(¢) = dep(var(¢)) for a literal £ and dep(C) = |J,cc dep(¥) for a clause C.

We say that ® is satisfiable if for every i € [k] there is a Boolean formula f; using only variables in D; such
that by replacing each y; with f;, the formula ¢ becomes a tautology. In this case, we call the sequence f;, ..., fy a
model of ® and refer to each individual f; as a Skolem function for y;.

We define the subclasses k—DQBF; of DQBF, where k > 1 indicates the number of existential variables,
a € {d, de, dec, ds} indicates the condition on the dependency sets, and § € {cnf, dnf} indicates the form of the
matrix.

For the dependency set annotation «, we define:

DQBF? For every i # j, D; N D; = 0,

DQBF! Foreveryi# j,D;ND; =0 or D; = Dj,

DQBFY¢ For every i # j with |D;| < |ID;jl,DiNnD; =0,D; =Dj,or D; = %, and

DQBFY For every i # j with |D;| < |D;|, D; N D; =0 or D; C D;.
The letters d, e, c, and s denote disjoint, equal, complete, and subset, respectively. Note that the dependency sets of
a DQBF? formula form a laminar set family. The classification of different dependency structures is inspired
by Scholl et al. (2019), but we specify the condition that the formula is in CNF explicitly in our notation. That
is, DQBF and DQBF?* defined by Scholl et al. (2019) correspond to DQBF?Sf and DQBFfS‘ff in our notation,
respectively.

Note that DQBFY € DQBF C DQBF!° ¢ DQBF®. The first two inclusions are trivial, and the last one comes
from the observation that both D; = D; and D; = x are special cases of D; C Dj.

When k, a, or  is missing, it means that the corresponding restriction is dropped. For instance, 3-DQBF 4.
denotes the class of DQBF with 3 existential variables, arbitrary dependency structure, and matrix in DNF, while
DQBF¢ denotes the class of DQBF with the dependency structure specified by d and an arbitrary Boolean formula
as the matrix. We denote by sat(k—DQBFg) the satisfiability problem for the class k—DQBFg.

Remark 2.1. For every a € {d, de, dec, ds} and f§ € {cnf, dnf}, checking whether a DQBF formula @ is in the
class DQBF% can be done deterministically in space logarithmic in the length of ®. To do so, we iterate through

all the variables to check whether it satisfies the conditions set by a. In each iteration, it suffices to store O(1)
number of indices of the variables, and each index requires only logarithmic space.

2.2 Tseitin Transformation

Tseitin transformation is a standard technique to turn an arbitrary Boolean satisfiability problem into an equi-
satisfiable one in 3-CNF form (Tseitin 1968). It can be directly lifted to QBF and DQBF by allowing the Tseitin
variables to depend on every universal variable. We recall the DQBF version here.

Given a DQBF
® = V%, 3y (21, ..., Fyi (20)- 0,
where ¢ is a circuit with gates gy, . . ., g, We assume, without loss of generality, that
Xi forevery1 <i<n
gi = {Yi-n foreveryn+1<i<n+k

<
fi(g1,,9-,) foreveryn+k+1<i<m,

where [;, r; € [i — 1] are the indices of the two fanins of the gate g; implementing the Boolean function f;.

The core idea of Tseitin transformation is that we introduce a fresh variable ¢; for every gate g; and encode
locally the relation between the inputs and the output of the gate. The formula ¢ encoding these constraints is a
CNF formula encoding
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o t; & x;forevery 1 <i<n,
o t; oy pforeveryn+1<i<n+k,and
o t; & fi(ty, ty,) foreveryn+k+1<i<m.

We then have ® is equisatisfiable to the DQBF ¢

¥, = VX, Hyl (51), ey Hyk (fk), 3{'(}?) lﬁc Atm

with matrix in 3-CNF.
To transform it to DNF form, as noted in (Chen et al. 2022), ® is equisatisfiable to

\Ilz = VJZ', Vf, Eyl (2_,'1), ey Eyk(z_,'k) lpG —> by

Note that the matrix of the formula is in DNF form. In the context of QBF, it can be thought of as applying the
Tseitin transformation on —¢ and then negating the resulting existential formula (Zhang 2006). We refer to this
as the DNF version of Tseitin transformation.

2.3 Manipulation of DQBF,¢

We recall two operations for manipulating DQBF,, ¢ formulas, namely universal reduction (Balabanov, Chiang,
et al. 2014; Frohlich et al. 2014) and resolution-based variable elimination (Wimmer et al. 2015).

LEMMA 2.2 (UNIVERSAL REDUCTION (BALABANOV, CHIANG, ET AL. 2014; FROHLICH ET AL. 2014)). Let & =
Vx, y1(D1), ..., yx (Dk). ¢ be a DOBF ¢ formula, C € ¢ be a clause, ¢ € C be a universal literal, and let
C'=C\ {t}.Ift ¢ dep(C’), then ® is equisatisfiable to

@ = Vx, Iy (Dy),...,Jyp(Dr). ¢ U{C'} \ {C}.

Using universal reduction, we assume that J;c[r) Di = % for every DQBF, ¢ formula, since any universal
variable not in {J;c[x] D; can be universally-reduced from every clause.
For variable elimination by resolution, we only need a weaker version, which is sufficient for our purpose.

LEMMA 2.3 (VARIABLE ELIMINATION BY RESOLUTION (WIMMER ET AL. 2015)). Let® = Vx, Jy;(D1), ..., yx(Dk). ¢
be a DQBF ¢ formula. We partition ¢ into three sets:

e p:={Cegly €C},

o ¥ ={Ceq@|-ys €C}, and

. qpm =@\ (p¥ U ™).
If for every C € @Y we have dep(C) C dep(y;), or for every C € ¢™¥ we have dep(C) C dep(y;), then ® is
equisatisfiable to

VX, 3ys(D2), ..., Fye(Dr). ¢° U{C ®,, C'|C € 9¥,C" € o™},
where C ®, C’ denotes the resolution of C and C’ w.r.t. the pivot v, i.e., C®,C" = (C\ {v}) U (C" \ {-0}).

The intuition is that y; can “see” every assignment that may force it to be assigned to T (respectively, L),
and thus if all resolvents are satisfied, then there must be a Skolem function for y; that satisfies the clauses in
@Y U @7¥1. Note that the number of clauses after removing y; is at most |¢|?.

2.4 Universal Expansion of k-DQBF

Consider a k-DQBF formula @ := V&, 3y;(D1), . .., Jyx (D). ¢. Let § = (y1, ..., yx). Given an assignment @ on x
and b on g, for every i € [k], let d; be the restriction of a to D; and b; be the restriction of b to y;. We can expand
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® into an equisatisfiable k-CNF formula exp(®) by instantiating each y; into exponentially many instantiated
variables of the form Y; 4, (Balabanov and Jiang 2015; Bubeck 2010; Frohlich et al. 2014). Formally,

exp(qD) = /\ Ca!E 5
(@b)plabl=L
where C;; = Vie[k] Yia, ® b;. Intuitively, in the expansion exp(®), the Boolean variable Y; 5, represents the
value of a candidate Skolem function f;(a;) for y;. The universal expansion shows that the satisfiability of ® can
be reduced to a Boolean satisfiability problem (with exponential blow-up). Moreover, if the assignment (a, b)
falsifies the matrix ¢, then a satisfying assignment of exp(®) must assign Y; 5, to —b; for some i € [k].

3 Complexity of sat(k—DQBanf)
Having defined various subclasses of DQBF, we will refine previous results by stating them more precisely. In
this section, we consider the case where the matrix is in DNF.

By combining the DNF version of Tseitin transformation (Chen et al. 2022, Proposition 1) and the results by

Fung and Tan (2023), we can show that restricting to DNF matrix and pairwise-disjoint dependency sets does not
affect the complexity of sat(k-DQBF).

THEOREM 3.1. sat(k—DQBanf) is coNP-, PSPACE-, and NEXP-complete when k = 1, k = 2, and k > 3, respec-
tively.

Proor. Since we are considering subclasses of k-DQBF, it suffices to show the hardness part.

First, observe that the DNF version of the Tseitin transformation (see Section 2.2) preserves both the number
of existential variables and the dependency structure. Therefore, we have that sat(k-DQBFY ) is as hard as
sat(k-DQBF?*) for every combination of « € {d, de, dec,ds} and k > 1. In addition, observe that the formula
constructed to show the PSPACE- and NEXP-hardness of sat(2-DQBF) and sat(3-DQBF) in (Fung and Tan 2023,
Theorems 4 and 5) are in fact 2-DQBFd and 3-DQBFd, respectively. Thus, we have sat(k-DQBanf) is coNP-,
PSPACE-, and NEXP-complete for k = 1, k = 2, and k > 3, respectively. m]

Siﬁce k-DQBF . € k-DQBF{¢, C k-DQBFS®¢ C k-DQBF{* . C k-DQBF,  k-DQBF, we have the following
corollary:

COROLLARY 3.2. sat(k-DQBFY ;) and sat(k-DOBF,¢) is coNP-, PSPACE-, and NEXP-complete when k = 1,
k =2, and k > 3, respectively, for every a € {de, dec, ds}.

4 A Useful Lemma
In this section, we prove a lemma that will be useful for proving hardness results for several subclasses of DQBF ..
LEMMA 4.1. Letl > 0 be some constant, and @ := Vz,3%(D), 3y1(D1), ..., Jyx(Dk). Ajeim)(Cy V C;¥) be a
(n+k)-DQBF
e every variable in X = (xy, ..., x,) has the dependency set D,
. vars(Cj”Z) Nx=0,
. vars(Cj‘) C x, and
o CF =V se(n) i withn; <.

Then, we can construct in logspace an equisatisfiable (k + I)-DQBF ¢ formula.

nf» Where

Proor. We construct
@ =Vz,Viy,...,Ya, Jy (D), - .., Jyp(Dy), I (D U dy), ..., (D U ay). ¢,

where each #; is of length [log, n] + 1, and ¢’ consists of clauses encoding
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o ((i =1i) A (figy1 =10)) = () © ts41) fori € [n] ands € [I - 1], and
* (Nsen) (s = ind(£55)) = (C;*V Ve, (£ © sgn({;))) for j € [m],
where ind(¢) denotes the index i where z; = var(¢) for a literal ¢.

The fact that @ is a (k + [)-DQBF,, ¢ formula is easy to verify. Note that each constraint in ¢’ is of the form
Q — CV ¢, where Q is a DNF, C is a CNF, and ¢ involves a constant number of variables. Thus, it can be
transformed into the conjunction of a constant number of clauses.

We prove the equisatisfiability by transforming a model of ® to a model of ®" and vice versa. Let fi, ..., fn,
g1, - - -» gk be a model of @, where each f; is the Skolem function for x; and g; is the Skolem function for y;. We
construct the Skolem function

he= )\ (@ =0 - f)
ie[n]
for t, for each s € [[],

We now show that gy, ..., gk, hi, . . ., by is a model for @’. First note that ks depends only on variables in D U g,
thus it is a valid Skolem function. Consider an arbitrary assignment (a, I;) over Zand @, ..., 4. Forany s € [I-1],
if 7, = i and @s1 = i both hold for some i € [n], we have h; = hs1 = f; by construction, so t; ¢ t,; must
evaluate to true under (@, b). For any j € [m], if (/\Se[nj] (@i = ind(¢;s)) holds, we consider the corresponding
clause C; in ®. Since fi, ..., fu, g1, - . ., gk is a model of @, either Cj_’-‘ is satisfied by g1, ..., gx and a or at least one
of £j,....4n ;s satisfied by some f;. In the former case, ijff will satisfy the corresponding constraint in ¢’. In
the latter case, we have 5 = fin(¢;,), and thus the disjunction \/;c(,,1(ys < sgn({;s)) must be satisfied. We
conclude that g4, ..., gk, b1, . . ., by is a model for @’.

We now prove the other direction. To ease notation, we write d?s to denote the assignment satisfying @ = i
foranyi € [n] and s € [I]. Let gy, ..., gk, h1, - .., by be a model for ®’. We construct the Skolem function

fi=hila"]
for x; for each i € [n]. We now show that fi, ..., fu, g1, .., gk is a model for . First, note that f; depends only
on variables in D, so it is a valid Skolem function for x;. Next, observe that the constraint ((&z; = i) A (ds41 =
i)) = (t; © tg41) guarantees that hy [a“] = hgyq [a%+] for any s € [I —1]. We can thus substitute all occurrences

of hgyq with hy. Finally, consider an assignment a* and a clause C;. Note that g1, ..., g, hy, ..., by satisfies the
constraint

N\ @ =ind(g) | >[5V \/ (& © sgn(t;s)
s€[n;] se€[n;]
over all assignments on the universal variables. In particular, by instantiating each i with ind(¢;s), we have
% ind(¢;,)
c;i* v\ (Y o sen(ey)
se[n;]

must always be satisfied. That is, if Cj”? is not satisfied by g¢i,..., gk, then at least one of hy [d?nld(e-l)]’ el
Js

hy [d?n‘dw )] must be assigned to sgn(¢;). It follows by construction of the f;’s that fi,..., fo,g1,. .., gx must
jmj
satisfies C;. ]

Intuitively, Lemma 4.1 says that for DQBF ¢ formulas, existential variables sharing the same dependency set
can be “compressed”, as long as each clause contains only a small number of such variables. In addition, we make
the following remark.

Remark 4.2. If k = 0 and D = (, the constructed formula becomes a l—DQBF‘:nf formula.
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We will use Lemma 4.1 and Remark 4.2 to reduce different SAT and QBF formulas to corresponding DQBF
subclasses in Sections 5 and 6 to obtain the desired hardness results.

5 Complexity of sat(k-DQBF{, ()

In this section, we consider the complexity of sat(k-DQBFY, ) and sat(DQBF ), with a focus on the case
where a = d. We first prove an important property of the expansion of DQBFfnf formulas in Section 5.1. Then,
in Sections 5.2 and 5.3 we show that sat(k—DQBF?nf) is of the same complexity as k-SAT for k > 2,% and that
sat(DQBanf) is of the same complexity as SAT. This shows that, in stark contrast to the DNF case in the previous
section, with pairwise disjoint dependency sets and with CNF matrix, the exponential gap between SAT and
DOQBF disappears. Finally, we discuss other dependency structures in Section 5.4.

5.1 Universal Expansion of DQBanf

In this section, we show a useful property of the expansion of DQBanf formulas. We fix a k-DQBFfnf formula:

@ = V%, 3y, (Dy), ..., Jye (D). A c. )
jelm]
Let 7 = (v, ..., yx). Given an assignment @ on x and b on 7, for every i € [k], let @; be the restriction of a to D;

and b; be the restriction of b to y;.

Recall that for a DQBF formula @, each instantiated clause in exp(®P) corresponds to a falsifying assignment of
the matrix of ®. For a formula in CNF, the set of falsifying assignments can be represented by the union of the
set of falsifying assignments of each individual clause. This allows us to represent the instantiated clauses in
exp(®) as the union of polynomially many sets when @ is a DQBF‘Cjnf formula. Moreover, the disjoint dependency
structure allows us to further represent each of these sets as the Cartesian product of variable-disjoint sets of
instantiated literals. To formally state the property, we first define some notation.

For a clause C; in &, we write C; (®) to denote the subset of C; within y;’s dependency set, L; ;(®) the set of

instantiated literals Y; 4, ® b; where the assignment (a;, b;) falsifies C;, and €; () the set of instantiated clauses

C, 5 where (a, b) falsifies =C;. We now formally define these sets.

Definition 5.1. Let ® be a k-DQBFSnf formula as in (2). For every j € [m] and i € [k], we define the sets C;'.(CD),
L;;(®) and €;(P):
. C;.(<I>) = {¢ € Cj|var(f) € D; U {y;}}.
o L;j(®) = {Yig ®bi|(ai b)) ~ =Ci}.
o €;(®) ={Cy;|(ab) ~-C;}.
When @ is clear from the context, we simply write C}, £; j and ¢ ;.
We remark that (g, b) ~ —C; if and only if (g, b) falsifies Cj, and similarly (a;, b;) = —|C§ if and only if (a;, b;)

falsifies C; Note also that exp(®) = A jem) Aceg, C and that the sets Ly, . .., Ly ; are pairwise variable-disjoint.
We now state the property formally.

LEMMA 5.2. Let @ be as in Eq. (2). Forevery j € [m], €; = Ly X --- X L.

Proor. We fix an arbitrary j € [m]. We first prove the “C” direction. Let C, ; be a clause in €;. That is, (a, b)
is an assignment that falsifies C;. Let a; be the restriction of @ on D; and b; be the restriction of b on y;, for every
i € [k]. By definition, C; 5 = V;c[x] Yia; ® b;. Since (&, b) falsifies Cj, it is consistent with the cube =C;. Hence,

2There is no dependency structure for k = 1.
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for every i € [k], each a;, b; is consistent with the cube —|Cj.. By definition, the literal Y; 5, @ b; belongs to £; j, for
every i € [k].

Next, we prove the “2” direction. Let C := (Ly V - -+ V Lg) € Ly j X - - X Ly ;. By definition, for every i € [k],
there is assignment (d;, b;) such that L; is the literal Y; 5, ® b; and (a;, b;) is consistent with the cube —-C;.. Due

to the disjointness of the dependency sets, all the assignments (d;, b;)’s are pairwise consistent. Let (4, b) be
their union ;¢4 (@, b;).3 Since each (&;, b;) is consistent with —|Cj., (a, b) is consistent with all of —|le., ce —C}“.
Therefore, (4, b) is a falsifying assignment of C;. By definition, the clause Cap = Viek) Yia, ® biisin €. m|
52 2-DQBF¢

cnf

In this section we will show that sat(2—DQBFSnf) is NL-complete.

THEOREM 5.3. sat(2-DQBF! ) is NL-complete.

cnf

Before we proceed to the formal proof, we first review some notation and terminology. Recall that the expansion
of a 2-DQBF formula (even when the matrix is in an arbitrary form) is a 2-CNF formula, which can be viewed as
a directed graph, called the implication graph (of the 2-CNF formula) (Aspvall et al. 1979). The vertices in the
implication graph are the literals, and for every clause (£ V ¢’) in the formula, there are two edges, (=f — {’)
and (=f’ — ?).

The following notion of a disimplex will be useful.

Definition 5.4 (Disimplex (Figueroa and Llano 2010)). Given two sets of vertices A, B, the disimplex from A to
B is the directed graph K(A, B) = (AU B, A X B).

In other words, a disimplex K (A, B) is a complete directed bipartite graph where all the edges are oriented
from A to B.

The rest of this subsection is devoted to the proof of Theorem 5.3. For the rest of this subsection, we fix a
2—DQBF‘:nf formula @ = VZzy, 22, 3y1(21), Fy2(22). A je[m) Cj- We will simply write C; L;;j and €; to denote the

sets C; (®), L;j(®) and €;(P) defined in Definition 5.1. For a set L of literals, we denote by L the set of negated

literals in £, i.e., £ == {~L|L € £}.
We first show that the implication graph of exp(®) is a finite union of disimplices, and that the length of any
shortest path between two vertices is bounded above by 2m.

LEMMA 5.5. Let G = (V, &) be the implication graph of exp(®). The set of edges & can be represented as
&= U (L1 X L2j) U (L2 % L)),

jelm]
which is the union of the edge sets of m pairs of disimplices. Moreover, for every two vertices L,L’ € V, if L’ is
reachable from L, then there exists a path from L to L’ of length at most 2m.

Proor. By definition,
E = {(_‘Yl,21 D bl: Yz’zz D bz), (“Yz,zz D bz, Yl,Z] &) bl) | (p[afl, dgz, blyl, bzyz] = J_} .

Since any assignment that falsifies ¢ must falsify some clause C; in ¢, we have

&= U U {(_'Yl,il © by, Yoz, @ by), (Yaz, ® by, Yyz @ bl)}~

Jje [m] Cd,E E(Cj

3Note that, as stated in Section 2.3, we assume that Uie[k] D; =x.
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By Lemma 5.2, we have €; = {(L; V Ly) | Ly € Ly, L, € L} for every j € [m]. Therefore,
&= U (-El,j X .Ez,j) U (fz,j X Ll,j) .

Jjelm]

For the second part of the proof, assume, for the sake of contradiction, that P = (Lo, ..., L,) is a shortest path
from L to L’ with n > 2m. Then, by the pigeonhole principle, there must be some 0 < i; < i; < n such that
(Li;, Liy+1) and (L;,, Liy+1) belongs to the same disimplex K C &, and thus (L;;, L;,+1) € K € &. We can then
construct a shorter path P’ = (Lo, ..., L, Li+1,...,L,) from L to L', which contradicts with the assumption that
P is a shortest path. ]

Proor oF THEOREM 5.3. For the NL membership, we devise an algorithm by checking the unsatisfiability of
exp(®) directly on these disimplices. We present an NL algorithm that checks the unsatisfiability of exp(®) by
looking for cycles containing both an instantiated literal and its negation in the implication graph G = (V, &) of
exp(®).!

A naive idea is to first non-deterministically guess a literal L and the paths P from L to =L and P’ from
-L to L. However, since |'V| is exponential in |%|, representing a literal L € V takes linear space. We instead
make use of Lemma 5.5 and guess the disimplex each edge of P, P’ belongs in, denoted by the sequences
(K(A, B1), ..., K(Ap, By,)) and (K(AL, B)),....K(A,,B),)) with n,n" € [2m], where each A, B is of the
form L;; or fi,j. We then check if

o for every step j € [n — 1], whether there exists some L; € B8; N A1,

e for every step j° € [n’ — 1], whether there exists some L}, € B}’, N ﬂ},ﬂ, and

e whether there exists some Ly € A; N @n N ﬁ{ ngs,.
We reject if one of the checks fails, and accept if all checks succeed. In the latter case, there are paths P =
(Lo, Ll, ey Ln—l: _|L0) and P, = (_|L0,Li, Lé, ey L;z’—l’LO)'

In particular, £;; N Ly j» is non-empty if and only if i = i’ and Cj. and C;', are consistent. The consistency
check can be done by keeping two pointers to the position in the clause using log(|x| + 2) bits per pointer. This
can easily be generalised to check the intersection of any constant number of £; ;’s. For fi, > simply replace C;.

with the clause C‘; with the sign of y; flipped if a literal of y; is present, i.e.,

¢ = (Ch\ twiwid) U (<€ 0 (wi i)
For the hardness proof, note that a 2-SAT formula is essentially a DQBF_ ¢ where all variables share the

common dependency set @ and every clause contains exactly two literals. By Lemma 4.1 and Remark 4.2, it is
equisatisfiable to a 2-DQBanf. ]

5.3 k—DQBF‘C‘nf: k > 3 and Non-Constant k
For k > 3 and even arbitrary DQBF¢ _, we show that it is NP-complete. Let ® be as in Eq. (2). To show the NP

cnf?
membership, we first show that for every j € [m], some y; is responsible for satisfying all the clauses in €;.

LEMMA 5.6. Let @ be as in Eq. (2) and let Y be the vector of variables in exp(®). For every j € [m] and every
assignment @ on Y, a satisfies the CNF formula Aceg, C if and only if a satisfies the cube A\ 1, L for somei € [k].

Proor. We first prove the “if” direction. Let @ be an assignment on Y. If G satisfies the cube A, £,; L, then, for
every clause C € §;, by Lemma 5.2, there exists some L € L; ; N C that is satisfied by a. Thus, C is satisfied by L.

4Recall that a 2-SAT formula ¢ is unsatisfiable if and only if there is a cycle containing both a literal and its negation in the implication graph
of ¢.
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For the “only if” direction, assume that a does not satisfy the cube A £, Lforevery i € [k]. That s, for every
i € [k], there exists some L; € L; j such that a(var(L;)) # sgn(L;). It follows that the clause (\/ie[kj L) €@€;is
falsified by 4, and thus a does not satisfy Accg; C- O

Remark 5.7. Recall that exp(®) = A jec[m] Aceg; C- Thus, Lemma 5.6 can be reformulated as follows. For every
assignment a¥, a’ satisfies exp(®) if and only if there is a function & : [m] — [k] such that for every j € [m],
a’ satisfies the cube A ;. Ly, - Intuitively, the function £ is the mapping that maps index j to index i in the
statement in Lemma 5.6. This formulation will be useful later on.

The next lemma shows the NP membership of sat (DQBFSnf).
LEmMaA 5.8. sat(DQBF? ) is in NP.

Proor. Consider a DQBF‘Cjnf formula:

®=Vz,..., Yz, Iy (21), . . ., Fye(Ze). A C
Jj€lm]
with k existential variables and m clauses.

By the reformulation of Lemma 5.6 in Remark 5.7, an assignment @ on Y satisfies exp(®) if and only if there
exists a mapping &: [m] — [k] such that a” satisfies A\ jelm] ALe gy i Lsor equivalently, if there exists a partition
{Si}ierk of [m] such that for each i € [k], the following QOBF &; is satisfiable:

(Di = VZi, Hyl /\ C; .
JESi
Note that since ®; contains only one existential variable and it depends on all universal variables, checking the
satisfiability of @; is in P using Lemma 2.3.° An NP algorithm guesses the partition {S;};cx] and verifies that ®;
is satisfiable for every i € [k]. O

THEOREM 5.9. sat(k—DQBanf) foreveryk > 3 and sat(DQBanf) are NP-complete.

ProOF. By Lemma 5.8, sat(DQBF () is in NP. Since k-DQBF! . ¢ DQBF? . sat(k-DQBF ) is also in NP for
every constant k.

For the hardness proof, note that a 3-SAT formula is essentially a DQBF., ¢ where all variables share the common
dependency set () and every clause contains exactly three literals. By Lemma 4.1 and Remark 4.2, it is equisatisfiable
toa 3—DQBan ;- Since adding more existential variables only increases the complexity, sat(k—DQBF‘:nf) for every
k > 3 and sat(DQBanf) are also NP-hard. O

5.4 k-DQBF{ ;: Different Dependency Structure
It has been shown by Scholl et al. (2019) that sat(DQBFSﬁf) is Z};—complete and sat(DQBFY¢) is NEXP-complete.

Since DQBF¢ ¢ DQBFY, ¢ DQBF and sat(DQBF) is also NEXP-complete, we know scz:tf(DQBFg;f) is NEXP-
complete. In this section, we show a surprising result that, when k is a constant, sat(k—DQBF‘cxnf) has the
same complexity as k-SAT and sat(k-DQBFSnf) for every a € {de, dec, ds}. Since k-DQBFZ'nf c k-DQBFSEf c
k—DQBFSﬁ? c k—DQBFg;f, it suffices to show the results for sat(k—DQBF‘:rslf).

We start with sat(Z-DQBFf;f).

THEOREM 5.10. sat(Z—DQBFg;f) is NL-complete.

>In fact, it is in L, as shown later in Theorem 6.1.
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ProoOF. Since 2—DQBFg'f1f o) 2—DQBFSnf, the hardness follows from Theorem 5.3. For NL membership, consider
a 2-DQBFer1f formula @ := Vx, 3y;(D1), Jy2(D2). ¢. First, we check whether D; and D, are disjoint using only
logarithmic space. (See Remark 2.1.) If D; and D, are disjoint, we use the algorithm from Theorem 5.3 to determine
its satisfiability. Otherwise, without loss of generality, we may assume that D; C D,. We will show that this case
can be decided in deterministic logarithmic space. Indeed, in this case ® is a standard QBF and we can perform a
level-ordered Q-resolution proof (Janota and Marques-Silva 2015). Since there are only two existential variables,
any proof uses at most four clauses, and we can simply iterate through all 4-tuples of clause indices and check
whether Q-resolution can be performed.

In the following, we give an alternative proof that works directly on the semantics of QBF. To ease notation,
we write Z; = Dy, Z, '= D, \ Dy, and z3 := % \ D,. Note that ® is equivalent to a QBF

¥ VZz1, 3y1, V22, Y2, VZ3. ¢
Vz1, Y1, VZ2.(VZ3. [ LY] V Vz3.0[TY])

= Vfl.(VZz.(Vfg.(p[J_yz.J_yl] V Yz @[T, 19]) vV Yz (Vzs.[L®2.TY] v VZS.QD[TyZ’TyI]))

which is false if and only if there are assignments @', b?, and ¢* such that

Vzs.p[ LY, 19,6, b%] V Vzs.p[ LY, T%, @, %) V Vzs.p[TY, L%,d%,6%] V Vzs.e[TY, T%, @, %]
is false. Since each of the four disjuncts is still in CNF, the formula is false if and only if each disjunct has a
falsified clause. This is equivalent to finding four clauses Cy, Cy, C3, C4 € ¢ such that

e the clauses C;, Cy, C3, C4 are consistent on the variables in Z;,

e the clauses C;, C, are consistent on the variables in Z,,

e the clauses Cs, C4 are consistent on the variables in Z,, and

e —(Cy, =Cy, =Cs5, and —Cy are consistent with —y; A =y, Y1 A ya, Y1 A 7Yz, and y; A ya, respectively.

To find such clauses, we iterate through all 4-tuples of clause indices and check whether the properties hold. O
Next, we show that for every k > 3, sat(k-DQBFSfﬂ,) is NP-complete, just like k-SAT.
THEOREM 5.11. For every constant k > 3, sat(k-DQBngf) is NP-complete.

Before we present the proof of Theorem 5.11, we note that since k—DQBFS‘ﬁf c k-DQBFSEF - k—DQBFiIS

nf’ we
obtain the following results as a corollary of Theorems 5.3 and 5.9 to 5.11.

COROLLARY 5.12. sat(k-DQBFg:'f) and sat(k-DQBFSSF) are NL-complete when k = 2 and NP-complete when
k > 3.

The rest of this section is devoted to the proof of Theorem 5.11.

ProoF oF THEOREM 5.11. We will consider the membership proof. The hardness follows from Theorem 5.9.
We fix a k-DQBFer]f formula

@ = ¥x, 3y (Dy), . .., Jyr(Dy). A C;. 3)

j€lm]
Without loss of generality, we may assume that no existential variable has an empty dependency set, since our
NP algorithm can guess an assignment to such variables at the outset. By Lemma 2.2, we may also assume that

every universal variable appears in some dependency set. We say that a dependency set D; is maximal if there is
no j where D; C Dj. An existential variable y; is maximal if its dependency set is maximal.
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To decide the satisfiability of ®, our algorithm works by recursion on the number of existential variables. The
base case is when there is only one existential variable. This case can be decided in polynomial time and, in fact,
in deterministic logspace. See, e.g., Theorem 6.1.

For the induction step, we pick a maximal variable y;. There are two cases.

Case 1: D; = x. We apply Lemma 2.3 and eliminate y;, resulting in a formula with one less existential variable
and O(m?) clauses. We then proceed recursively.

Case 2: D; # X. We deal with this case by generalising the technique in Lemma 5.8.
Let {i1,...,ip} ={i|D; € D;} and {ij, ..., ig} = {i" | Dy N D; = 0}. For each j € [m], we partition C; into two
clauses:
Cy* ={t|dep(¢) € D;}
C;t=Ci\C}*
Intuitively, C}“t is the subclause of C; that includes all the literals with dependency sets inside D;. On the other
hand, Cj" is the subclause that contains the rest of the literals. Due to the laminar structure of the dependency
sets and that y, is a maximal variable, Cj‘t = {¢|dep(¢) N D; = 0}.
For a function & : [m] — {+t, —t}, we define two formulas:

‘1)+t,§ IZV)?, Hyil (Di1)’ ey Eyip (Dip)~ /\ C;t

JEG)=+t
(D—t,f :Zv}?, Hyli (Dli)’ ey Hyl‘{] (Dl'q) /\ Cj_t
JE()=-1

We have the following lemma.

LEMMA 5.13. @ is satisfiable if and only if there is a function & : [m] — {+t,~t} such that ®,;+ and ®_; + are
both satisfiable.

Note that guessing & requires m bits. The algorithm guesses the function ¢ and verifies recursively that both
®,; s and ®_; ¢ are satisfiable. Since the algorithm terminates after k steps, and k is a constant, and the number of
clauses constructed in each recursive step is at most quadratically many, each step can be done in polynomial
time. O

It remains to prove Lemma 5.13. Let ¥ be the vector of variables in the expansion exp(®). We can show that an
assignment @ on Y satisfies exp(®) if and only if it satisfies exp(®,¢) and exp(®_; ¢) for some function .

we introduce the following additional notation and terminology. Let S; := {y; | D; € D;}. Note that y, € S;.
To ease notation, we write D := ¥ \ D; and S := ¢\ S;. That is, D{ is the complement of D; w.r.t. X, and S{
is the complement of S; w.r.t. §. In the following, we will drop the subscript ¢ in D;, S;, DY, S{ and simply write
D, S, D¢, S

For an assignment (aP, 55), we define the clause

cl(@”,b%) = \/ Yi, @ b;,
i€eS

where each a; = a°(D;) andb; = b%(y;). Similarly, for an assignment (@, b5

cl(dDC,BSC) = \/ Yia, ® b,
y; €SC

), we define the clause

where each a; = a”* (D;) and b; = b5° (y;).
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We now generalise Definition 5.1 to the laminar case.
Definition 5.14. Let ® be as in Eq. (3). For every j € [m], we define the sets
£3,,(@) =(d(@”, 5% | (@, B%) = -C}'}
L7, (@) ={c(@", %) (@, p%) ~ =C;'}
(@) ::{Ca,B | (@, b%) ~=C;}.
The following lemma is a generalisation of Lemma 5.2 to the laminar case.

LEMMA 5.15. Let ® be as in Eq. (3). Then, for every j € [m], €; = (®) x L* U(CIJ)

+t]

Proor. The proof is a straightforward generalisation of Lemma 5.2. For the sake of completeness, we present
it here.

We fix an arbitrary j € [m]. We first prove the “C” direction. Let C, ; be a clause in €;. That is, (@, bY) is an

assignment that falsifies C;. By definition, C,; = Vc(x] Yi.a; ® bi. Since (a4, b) falsifies C;, it is consistent with
the cube —C;.

Let a; = ax(D) b, = b9(S), @y = a*(D°), and by = b¥(S5°). Both are consistent with the cubes —|C+t and —C; t
respectively. By definition, the clause cl(aP, by) is in L Wy (®) and the clause cl(aOD ,bgc) is in .[:_t,j (D). The
inclusion follows, since

Cap =cl(@,by) v cl(a)",by).
Next, we prove the “2” direction. Let C € LLJ((D) X L_”(lb). We write C = B; V By, where By € Ly (D)

and B, € L7, .(<I>). By definition,

o there is assignment (a bs) such that B; is the clause cl(a bs ),
e there is assignment (aD bS ) such that B, is the clause cl(aD bSc)
Since the dependency sets of the variables in S are disjoint from the dependency sets of the variables in S¢,
the assignments (a; ,bs) and (aD bS ) are consistent. Let (@, bY) be their union, which is consistent with
C;Tt A=Cy ! It follows that (a*, b7) is a falsifying assignment of C;. By definition, the clause C 2p = B1V By and
itisin ;. m]

Now, Lemma 5.13 follows from the following lemma, which is the generalisation of Lemma 5.6.

LEMMA 5.16. Let ® be as in Eq. (3) and let Y be the vector of variables in exp(®). For every assignment a¥,a’

satisfies exp(®) if and only if it satisfies exp(®P,r¢) and exp(P_; ) for some function & : [m] — {+t,—t}.

Proor. We observe that

exp(®) = /\ /\C= /\ /\ Ci VG,

Jjelm] CeG; jelm] (CL.GCy)e Ly, (@)X LT, (D)

+t,j

where the second equality follows from Lemma 5.15. Thus, exp(®) is satisfiable if and only if there is a function
&: [m] — {+t,—t} such that

= VAN NG

JE()=+t Cre L, ;(P) JE(G)==t CreLr, (D)

is satisfiable. The first part of the conjunction is precisely exp(®,;¢) and the second part is precisely exp(®_; ¢).
O
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6 Complexity of sat(k-DQBF,s)

In this section, we remove the constraint on the dependency structure and consider k-DQBF,
can be solved very efficiently.

The case k = 1

cnf*

THEOREM 6.1. sat(1-DQBF, ) is in L.
ProOF. Let @ = ¥z, 2, Jy(Z1). A\ je[m) C;- Similar to the proof of Theorem 5.10, to show unsatisfiability, it
suffices to find Cy, C; € ¢ such that

e (i, C, are consistent on the variables in z;, and
e —(C; and —C; are consistent with -y and y, respectively.

The correctness follows from the same reasoning. ]
Next, we consider the case where k = 2.
THEOREM 6.2. sat(2-DQBF.¢) is coNP-complete.

Proor. For membership, we give an NP algorithm for checking unsatisfiability. Let ® := Vx, Jy;(D;), Jy,(D3). ¢
be be a 2-DQBF ¢ formula. Let Z = D; N D,. Note that for every assignment a on Z, the induced formula ®[a] is
a 2-DQBanf formula, the satisfiability of which can be decided in polynomial time by Theorem 5.3. Therefore,
to decide whether @ is unsatisfiable, we can guess an assignment @ on Z and accept if and only if ®[a] is not
satisfiable.

For hardness, we provide a reduction from the 3-DNF tautology problem to sat(2-DQBF ¢). Let ¢ =V jc[m) Q;
be a 3-DNF formula over the variables ¥ = (xy,...,x,), where each Q; = (¢;1 A €2 A ¢;3) is a 3-literal cube. We
construct the following 2-DQBF_, ¢ formula:

V¥ = V&, Vily, Yitp, Jy1 (%, @1), Fy2 (X, @2). Y1 A2 A Y3 A Y,
where i, ii; have length O(log m) for representing the numbers in [m] and ¢, .. ., ¥4 are as follows.
Yi=( =1) >y
o= N\ ((@ =i+ 0@ =0) = 42— )
je[m-1]
(@ =1) A (@2 = m)) — (y2 = —y1)
A N (@ =D A=) r-6:) = @ - w)

Jj€lm] i€[3]

Ys:
/A

We claim that ¢ is a tautology if and only if ¥ is satisfiable. To see this, we fix an arbitrary assignment @ on x and
consider the induced formula ¥[a]. Note that ¥[d] is a 2—DQBF‘:nf formula with universal variables #, i,. Since
|tt1| = |tz| = logm, the expansion exp(¥[da]) is a 2-CNF formula with 2m variables Y1 1,..., Y1 m, Y21, .., Yom.
Here we abuse the notation and write Y; ; instead of Y; ; where a is the binary representation of ;.

It can be easily verified that the implication graph G; of the expansion exp(¥[da]) is as shown in Fig. 1, where

-0;
a dashed edge -5 is present if and only if a falsifies the cube Q ;. Indeed, yf; states that the edge —Y;; — Y is
present. i, states that the edges Y,; — Y41 and =Yy ;41 — —Y,; are present for every i € [m — 1]. /5 states that

-Q;
the edges Y, ,, — —Y;; and Y;; — =Y, ,, are present. Finally, { states that the dashed edges Y; ; S5, jand

-Q; ~ ~
Yy - ) Y, j are present if ¢* falsifies Q;, for every j € [m]. This implies that * falsifies all cubes in ¢ if and only

if there exists a cycle in G;. Since a cycle in G; (if exists) contains contradicting literals, @* falsifies all cubes in
¢ if and only if ¥[4] is not satisfiable. Since the assignment a is arbitrary, ¢ is a tautology if and only if ¥ is
satisfiable. O
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o Yig ------- > Yo Y1 - =Y
Yigp ------- » Yoo Y2 <------- Y22
Yig ------- > Y3 Y3 - Y23

Yl,m ”””” > YZ,m _‘Yl,m dmmm-==- _‘YZ,m

Fig. 1. The implication graph G; Each dashed edge Tgi is present if and only if @* falsifies Q;.

Next, we consider the complexity of sat(3-DQBF,,¢). Note that 3-DQBF,,; subsumes both 3-DQBanf and
2-DQBF_¢. Thus, sat(3-DQBF,) is is both NP-hard and coNP-hard. We improve these results by showing that
itis Hg-hard.

THEOREM 6.3. sat(3-DQBF,,¢) is IIL -hard.

Proor. Note that a IT,-QBF formula in 3-CNF is essentially a DQBF_ where all variables share the common
dependency set of all universal variables, and every clause contains exactly three literals. By Lemma 4.1, it is
equisatisfiable to a 3-DQBF . m|

We next show that sat(4-DQBF.) is IT;-hard. To do this, we need a stronger version of Lemma 4.1 that allows
the compression of existential variables with different dependencies.

LEMMA 6.4. Letl > 0 be some constant, and @ := VZ,3x1(D1), . .., Ixx(Dn), Iy1(E1), - - -, Yk (Ek)- A je[m) (C;f‘ \Y
C;%) be a (n+k)-DQBF,¢, where
o vars(C;¥) Nx =0,
. vars(C;‘) C x, and
o Cf = \/S€[rlj] fj’s with nj <L
Moreover, let Sy, ..., S, be subsets of Z such that each D; can be represented as the intersection of some subset of
{S1,.... Sy}, i.e, foreachi € [n], there exists some P; C {S1,...,Sp} such that D; = (pegp, P, and let S = Uje[p) Si-
Then, we can construct in logspace an equisatisfiable (p + k + 1)-DQBF ¢ formula. Moreover, if S = S, for some
q € [p], then we can construct an equisatisfiable (p + k + 1 — 1)-DQBF ¢ formula.

Proor. We construct
O =Vz,Viy,..., Vi, y (Er), ..., Jye(Ex), I (S U dy), ..., (S U ), 3oy (S1 Uiy), ..., Fo,(Sp Uity). ¢,
where each #; is of length [log, n] + 1, and ¢’ consists of clauses encoding
o (i =1i) A (fige1 =10)) = (t) © tsy1) fori € [n] ands € [[ - 1],
o (@ =1i) = (t1 & vy) fori € [n] and g € {q| S, € P;}, and
* Aseln)(@s =nd(£5) = (C7¥V Ve, (ts © sgn(¥ys)) for j € [m],
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where ind(¢) denotes the index i such that z; = var(¢) for a literal ¢.

The construction is mostly the same as that for Lemma 4.1, except we now have p additional variables vy, .. ., v,
and the corresponding constraints (i; = i) — (#; <> vg) fori € [n] and q € {q| D; C S,}. Without these, the
variables ¥ would be allowed to depend on the entirety of S. Consider an existential variable x;. If S, € #;, then
the variable v, ensures that the strategy of x; must be consistent across all assignments that are consistent on S,,.
For any two assignments a* and @’* that are consistent on D;, there must be a sequence of assignments ag, . . ., a;
such that

¢4 =a,
© @=ar,

a = dfl if Sq ¢ P, and

and dé are consistent on S if S4 ¢ P;.

. _2_1
) dé 1
It follows that the strategy of x; must be consistent on @ and @’? through a series of constraints. Note that if
Sq = S, then v, will be an exact copy of t;, and we can therefore omit it to obtain a (p + k + 1 — 1)-DQBF .
The rest of the proof follows exactly the same as that for Lemma 4.1. ]

A naive extension of Lemma 4.1 will require / copies of existential variables for each dependency, which is
too costly to obtain any useful results even when there are only two different dependencies. Instead, we encode
different dependency sets efficiently by representing them as intersections of a (small) family of sets.

We can now show the ITt-hardness of sat(4-DQBF,).

THEOREM 6.5. sat(4-DQBF,,¢) is IIL -hard.

Proor. Consider a I14-QBF formula in 3-CNF
® = Vz;, 3%, Vzy, 352, 0 .
Let S; = Z; and S; = Z; U Z,. We can apply Lemma 6.4 with k = 0,1 =3, p = 2, and S, is a maximum element in
{$1,S2}. Thus, @ is equisatisfiable to a 4-DQBF, . ]
Finally, we provide the hardness results for sat(k-DQBF,, () with k = 5 and k > 6.
THEOREM 6.6. sat(k-DQBF_, ) is PSPACE-hard when k = 5 and NEXP-complete when k > 6.
Proor. Using Tseitin transformation (see Section 2.2), we can transform a k-DQBF formula ® into an equisat-

isfiable (k + n)-DQBF_,; formula @’ by introducing n = O(|®|) fresh existential variables, such that

o each freshly introduced existential variable depends on all universal variables, and
e cach clause in @’ has exactly three literals.
By applying Lemma 4.1 on @', we can construct an equisatisfiable (k + 3)-DQBF_,; formula ®”.
Recall that sat(2-DQBF) and sat(3-DQBF) are PSPACE- and NEXP-complete, respectively (Fung and Tan
2023). Combining the above, we conclude that sat(5-DQBF,,¢) is PSPACE-hard and sat(6-DQBF,,¢) is NEXP-
complete. ]

7 Conclusions and Future Work

While sat(k—DQBanf) is as hard as sat(k-DQBF), we observe a range of differing complexity results in the CNF
case. For the case of sat(k-DQBanf), we show that it is in fact as easy as k-SAT—exponentially easier than
sat(k-DQBF). Generalising the results by Scholl et al. (2019), we also show that sat(DQBF‘:nf) is NP-complete
and that sat(k-DQBF¢, ;) has the same complexity as k-SAT for « € {d, de, dec, ds}. For the case of k-DQBF s,
we show that it is only coNP-complete when k = 2 (whereas sat(2-DQBF) is PSPACE-complete) and of the same
NEXP-complete complexity as sat(DQBF) when k > 6. These results show that, when parametrising DQBF

Journal of Artificial Intelligence Research, Vol. 4, Article 6. Publication date: August 2025.



753
754
755
756
757
758
759
760
761
762
763

765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
7

N=)
@

796
797
798
799

6:18 « Cheng, Fung, Jiang, Slivovsky & Tan

with the number of existential variables, it is more natural to consider DNF as the normal form for the matrix,
analogous to how CNF is considered the standard form for SAT.

The exact complexity of sat(k-DQBF_ ) is yet to be discovered for k = 3, 4, and 5. In particular, the best-known
membership result is still that they are in NEXP. We leave this for future work.
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